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EBES
Eurasia Business and Economics Society

Eurasia Business and Economics Society (EBES) is a scholarly association for scholars
involved in the practice and study of economics, finance, and business worldwide. EBES was
founded in 2008 with the purpose of not only promoting academic research in the field of
business and economics, but also encouraging the intellectual development of scholars. In
spite of the term “Eurasia”, the scope should be understood in its broadest term as having a
global emphasis.

EBES aims to bring worldwide researchers and professionals together through organizing
conferences and publishing academic journals and increase economics, finance, and
business knowledge through academic discussions. To reach its goal, EBES benefits from its
advisory board which consists of well known academicians from all around the world. Last
year, with the inclusion of new members, our advisory board became more diverse and
influential. | would like to thank them for their support.

EBES conferences and journals are open to all economics, finance, and business scholars
and professionals around the world. Any scholar or professional interested in economics,
finance, and business around the world is welcome to attend EBES conferences. Starting
from 2012, EBES organizes three conferences every year: One in Istanbul (possibly in the
early summer) and two in Europe or Asia (possibly in January and in fall).

In 2011, EBES began publishing two academic journals. One of those journals, Eurasian
Business Review - EBR, is in the fields of industry and business, and the other one, Eurasian
Economic Review - EER,is in the fields of economics and finance. Both journals are
published bi-annually in Spring and Fall and we are committed to having both journals
included in SSCI as soon as possible. Both journals are currently indexed in the Cabell's
Directory, Ulrich's Periodicals Directory, IBSS: International Bibliography of the Social
Sciences, RePEc, EBSCO Business Source Complete, ProQuest ABI/Inform,
and EconlLit. EBES also publishes the EBES Anthology annually to give opportunity for the
papers presented at the EBES conferences.
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Preface

We are excited to organize our 10th conference on May 23" 24" and 25", 2013 at the
Taksim Nippon Hotel in Istanbul, Turkey. We are honored to have received top-tier papers
from distinguished scholars from all over the world. We regret that we were unable to accept
more papers than we have. In the conference, 288 papers were presented and 499
colleagues from 58 countries attended the conference.

This conference proceeding is our first proceeding that includes selected full papers from the
10" EBES Conference — Istanbul. We have accepted 30 papers among resubmitted full
papers after the conference ended. In this proceeding you will find a snapshot of topics that
are presented in the conference. As expected, our conference has been an intellectual hub
for academic discussion for our colleagues in the areas of economics, finance, and business.
Participants found an excellent opportunity for presenting new research, exchanging
information and discussing current issues. We believe that this conference proceeding and
our future conferences will improve further the development of knowledge in our fields.

Distinguished researchers, Iftekhar Hasan, Kose John, and Bill B. Francis joined the
conference as keynote speakers. Iftekhar Hasan is the E. Gerald Corrigan Chair in
International Business and Finance at Fordham University's Schools of Business and co-
director of the Center for Research in Contemporary Finance. Professor Hasan serves as the
scientific advisor at the Central Bank of Finland and as president of the Eurasia Business
and Economics Society. He is the managing editor of the Journal of Financial Stability. Kose
John is Charles William Gerstenberg Professor of Banking and Finance at Stern School of
Business in New York University, USA. He serves as the editor in Advances in Financial
Economics and Financial Management. He is also the associate editor in many high ranked
journals such as Review of Quantitative Finance and Accounting, International Review of
Financial Analysis, the International Journal of Finance, and Journal of Corporate Finance.
Bill B. Francis is the Warren H. and Pauline U. Bruggeman Distinguished Professor of
Finance and Director of the PhD Program in Rensselaer Polytechnic Institute in NY, USA. He
is currently on the editorial board of many journals including the Journal of Financial Stability.

I would like to thank all presenters, participants, board members, and keynote speakers and |
am looking forward to seeing you all again at the upcoming EBES conferences.

Best regards,

Ender Demir, PhD
Conference Coordinator
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Abstract: Resources of an enterprise are mainly used at pre-production, in process, and
post-production after delivery of products to customers. With the increasing competition, the
importance of efficient use of resources and quality costs concepts has emerged. The quality
cost concepts that have recently been widely used by businesses makes a contribution to a
company’s productivity. In this study, a bus and midibus production company is chosen and,
there is an analysis of its quality costs and its efforts to decrease quality costs. This paper
illuminates the efforts to introduce and implement quality cost measures’ by one automobile
manufacturer, and is a real life case analysis. The costs that existed in production are shown
in this study. The methodology adopted here is the implementation of a case analysis. The
Company has a production period and several steps for a productive production process.
The quality cost report is prepared monthly, once every six months and annually; and there is
comparison of the quality cost variations of every quality cost element, such as scrap,
rework, warranty expenses, and service modifications. The company also particularly
focuses on failure costs (honconformance costs), and performs works or studies to decrease
these costs.

Keywords: Quality, Quality Costs
1. INTRODUCTION
1.1. Meaning of quality and total quality management

Many companies are undergoing rapid and significant changes in today’s business world.
Global competition operates under a technology ‘push’ and market ‘pull’ system, so
organizations have to compete on speed of delivery, price, level of technology and quality
dimensions (Sharma et al. 2007). Nowadays, quality studies are not only the responsibility of
a small group people who monitor performance and remove defective products from
assembly lines. It is essential that all initiatives for the procurement of quality are considered,
and quality must involve the whole organization in a drive for continuous improvement (Jafar
et al. 2010). The term quality has many meanings:

* Acknowledgements: We would like to thank Fiona Orel for grammar checking. This work is supported by the
Research Fund of Cukurova University, Adana, Turkey, under grant contracts no. [IBF2013YL4.
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A degree of excellence

Conformance with requirements

Fitness for use

Fitness for purpose

Freedom from defects, imperfections and contamination
Satisfaction of needs

Delighting customers

Juran (1951) has proposed a definition of quality as being “fitness for use” (fithess is to be
defined by the customer). Crosby (1979) defines quality as “conforming to specifications”
(The weakness of this definition is that the specifications may not be what the customer
wants or is willing to accept). Soin (1993) defines quality as products and services that meet
or exceed customers’ expectations.

Quality activities first began with inspection and testing, and these continued to be the only
departmental activities until the 1950s (Juran et al. 1951). Following this, quality improved
with quality control, quality assurance and total quality management approaches. Without
certain principles, achieving a common understanding in the field of quality management
would be impossible, and in the 1950s, Juran et al. (1951) introduced the concept of quality
management and defined principles of rules, regulations, instructions and requirements
(Hoyle, 2011). Total Quality Management (TQM) is now used by businesses because it
improves quality. TQM is both a culture, and a set of strategic principles for the continuous
improvement of organizations (Jafar et al. 2010). TQM facilities include production features
as well as production systems. For automobile manufacturers, these features include antilock
brakes, safety air bags, sun and moon roofs, and quiet operation. It is also important that
these features are provided at a reasonable price. Japanese automobiles are striking
examples. Their attractive quality features are threatening other luxury car producers such as
Mercedes Benz and BMW. The same concept can be applied to all products and services
(Soin, 1993). Because of national and international competition on one hand, and rapidly
changing technology on the other, Total Quality Management practices which lead to better
recognition and productive discussions could be useful and effective (Jafar et al. 2010).

This paper discusses quality costs and management’s role regarding quality costs. There is
an initial brief overview of the recent history of quality costs and quality cost approaches.
Following this, a case study is introduced that exemplifies how quality costs are calculated
and evaluated in an automobile company.

1.2. Quality costs

Managers need to make effective use of monetary resources, and quality costing is one
reliable tool for the evaluation of efficiency and effectiveness of companies’ financial
systems. It is a measure for quality promotion and a basis for all decisions referring to quality
(Andrijasevic, 2008). By establishing a total quality management system and identifying the
guality costs of the organization, a company can move towards reducing these costs within
the system, improving services and producing better quality than before. This will lead to an
improved quality process and more effective Total Quality Management (Jafar et al. 2010).
Quiality related costs are not limited to the departments of an organization, but also include
subcontractors, suppliers, stockists, agents and dealers. In addition, customers can be
affected by quality related costs (De, 2009). There are three fundamental causes of poor
guality, and it is important to identify and measure the costs (De, 2009).
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Investing in the prevention of nonconformance to requirements, appraising a product or
service for conformance to requirements, and failing to meet requirements are all quality
costs (Akhade and Jaju, 2009). The term “quality cost” has been defined in several ways. For
example (Juran et al., 1951):

The cost of attaining quality.

The costs of running the quality department.

The costs of finding and correcting defective work.

The cost of ensuring and assuring as well as loss incurred when quality is not
achieved (BS6143 Part 2).

Andrijasevic (2008) indicates that a quality-costing approach is based on two fundamental
conditions:

= Quality must be measurable by money.
= There must be a cause and effect relationship between quality and financial
outcomes.

Quality related costs emerge in a wide range of activities and involve all the departments in
an organization, such as sales and marketing, design, research and development,
purchasing, storage and handling, production planning and control,
manufacturing/operations, delivery, installation, service, finance and accounts (De, 2009).

According to the traditional Prevention, Appraisal and Failure (P-A-F) model, Juran (1951)
and Feigenbaum (1956) classify quality costs into prevention, appraisal, and failure (internal
and external failures) costs. Juran (1979) describes a model that gives “optimum quality
costs”. The quality cost data attract the attention of the management, and provide the
incentive to begin a quality improvement programme. The resulting improvements in quality
lead to perfection and customer satisfaction, which result in increased market share and
profits (Juran, 1951). Crosby (1979) classifies cost of quality as “price of conformance and
nonconformance”. Conformance costs consist of appraisal and prevention costs;
nonconformance costs consist of internal and external costs.

Prevention costs are costs that keep defects from occurring in the first place (Feigenbaum,
1956), and are investments that help to reduce future appraisal and failure costs (Grottke
and Graf, 2009). Appraisal costs are expenses incurred to maintain the company, period and
product quality; and check whether a product or service meets its quality requirements.
Failure costs are costs that are caused by defective materials and products (Feigenbaum,
1956), and are due to an ineffective quality process in products and services before or after
delivery to purchaser (Schiffauerova and Thomsan, 2006). Internal failure costs are costs
incurred when materials or products do not meet the standard specifics. They can occur prior
to delivery or shipment of the product, or during the furnishing of a service to the customer.
External failure costs are costs incurred after delivery or shipment of the product, and during
or after furnishing of the service to the customer (Wu et al. 2011; Desai, 2007).

Table 1 shows principal prevention, appraisal, internal and external failure cost components.

Most companies are not aware of the true cost of quality (Yang, 2008). The cost of quality
model has two principal concepts (Kump, 2006):

= The total cost of quality is the cost of the effort to eliminate errors and defects,
plus the cost of defects that remain.
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= Prevention costs less than design review; design review less than inspection or
quality cost; inspection or quality cost less than letting the defect reach the

customer.

Table 1: Quality costs

QUALITY COSTS

PREVENTION COSTS

- Quiality planning

- Process planning

- Designing and process controlling
- New-product review

- Supplier quality evaluation

- Training

- Quality audits

- Reporting

APPRAISAL COSTS

- Creating quality systems and their audits
- Incoming inception and test

- In-process inception and test

- Final inception and test

- The end product quality audits

- Evaluation of sub-contractor

- Controlling inception and measurement
equipment

- Inception and test materials and services
- Evaluation of stocks

INTERNAL FAILURE COSTS

- Scrap

- Rework

- Re-inception

- Retest

- Failure analysis

- One hundred percent sorting inception

- Avoidable process losses

- Unsuitable preservation of raw materials

- Retesting the modified items

- Classifying product quality under the acceptable
level

- Downgrading -scrap and rework- supplier

- Maintenance and duplication of the
manufactured products

- Repairing and modifying received defected items

EXTERNAL FAILURE COSTS

- Warranty charges

- Product return by customers and their
complaints

- Modification of the products delivered to
customers
- Allowances

Source: Jafar et al. (2010); Tanis (2005); Juran et al. (1951)

Quiality costing is one of the several tools and techniques which help companies to improve
guality of product and service. It is possible to solve 95% of problems with quality tools. (De,
2009). Quality costs (especially external failures) can have the following consequences in
terms of customer behavior (Soin, 1993):

= For every customer who bothers to complain, there are 26 others who remain
silent.

= The average “wronged” customer will tell 8 to 16 people (over 10 percent tell
more than 20 people).

= Unsatisfied customers (91%) will never purchase goods or services from the
business again.

However, if companies make an effort to remedy customer complaints, 82 to 95 percent of
customers who have had a bad experience can be retained. Attracting a new customer costs
5 times more than retaining an existing one. Companies who have high quality costs
(especially external failure costs) are more likely to have unsatisfied customers who will
probably not make any further purchase.

In general, the literature reports quality costs to be between 5 and 30% of sales (Giakatis et
al. 2001). Feigenbaum (1956) specifies in one Total Quality Control study that quality cost
expenditures represent between 7 and 10% of cost of sales. Desai (2008) has also stated

4
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that the cost of quality of a company runs in the range of 5 to 35% revenue for manufacturing
organizations, or 25 to 40% of operating expenses for service organizations (Desai, 2008).
Companies that know how to conduct effective quality planning and control can manage to
reduce their quality cost from 36% to only 3% of sales in several years (Andrijasevic, 2008).
Some organizations do not include the prevention costs in their quality costing reporting
system, they only collect and report the cost of failure and appraisal. Analysis of failure costs
which have functional causes (e.g. production, purchasing, and marketing) is not usually
readily available (De, 2009). One way to reduce these product-related costs is by reducing
costs of quality. Therefore, to recognize, classify, and improve these costs must be important
for all companies (Jafar et al. 2010).

Several authors also propose cost of quality models that include prevention, appraisal and
failure costs, conformance and nonconformance costs, intangible costs and opportunity
costs. Numerous studies on quality costing have been undertaken in different areas such as
manufacturing, construction, building, and highway engineering. Some of these studies are
listed in Table 2 (Sharma et al. 2007).

Table 2: Studies in the literature

Year Author Area

1994 Carr and Ponoemon Paper and pulp industry
1995 Abdul-Rahman Highway engineering
1995 Israeli and Fisher General

1995 Willis and Willis Process quality

1996 Campanella General

1999 Harrington General

1999 Josephson and Hammarlund Building

2000 Zhao General

2001 Roden and Dale Engineering company
2002 Dale and Wan Engineering company
2003 Lai and Cheng Manufacturing company
2004 Omachonu and Suthumannon Manufacturing company

Source: Sharma et al. (2007)

Newer research, such as Schiffauerova and Thomsan’s study (2006), shows that just one of
four multinational companies has a formal cost of quality methodology and uses systematic
guality initiatives. They explain that a cost of quality approach is not utilized in most quality
management programs.

Liu et al. (2008) propose a new model for cost of quality based on the Activity Based Costing
(ABC) method in a Computer Integrated Manufacturing System (CIMS) environment. The
ABC cost assignment method facilitates cost of quality analysis and control. Yang (2008)
has stated that certain costs are difficult to identify and quantify. These so-called “hidden”
guality costs have two subdivisions: extra resultant costs and estimated hidden costs.

Desai (2008) investigates quality costs in small and medium enterprises and calculates
present and future budgeted quality costs. The study aims to identify hidden costs, analyze
them, eliminate them at the roots, relate quality expenditure to various business performance
measures and create a budget for the following year.

Grottke and Graf’s study (2009) provides a six-step procedure for assessing, structuring and
modeling software failure costs, and aims to predict future failure costs. In the study,
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prediction capabilities allow improved cost-driven planning and control of software projects,
and the approach could help in adequately allocating resources.

Jia and Gong (2009) report that they are only concerned with the relationship between the
internal factors of quality costs, not the external factors. They developed a new mathematical
model for quality costs and adopted the Particle Swarm Optimization (PSO) algorithm to
arrive at a solution. They found that the optimization model of cost of quality based on
strategic coordination is a valuable and practical model.

Zhang et al. (2009) studied organizational complexity’s effect on quality costs and found that
the number of work types has the strongest impact on total quality cost, followed by the
number of equipment types, structural complexity, and the number of process steps. They
also found that the complexity of division of labor and production technologies have an
important effect on quality cost. They suggest that companies should simplify their structure,
reduce division of labor, and use high technology equipment to reduce the number of
equipment types.

1.3. Management’s role

Quiality costing provides tools which enable management to obtain detailed information and
desirable control, and assists with decision-making processes (Jafar et al., 2010: 24).
Ishikawa (1982) states that these tools are checklists, check sheets, data collection, Pareto
diagrams, cause and effect diagrams, stratification, graphs and histograms, scatter diagrams
and control charts. Ishikawa (1982) argues that workplace problems can be solved using
these tools (Soin, 1993). For products and services, there are three main parameters that
determine their salability. They are quality, delivery and price. Customers require products
and services of determinate quality to be delivered by or be available by a requested time
and to be of a price that reflects value for money. These are customer requirements.
Products and services that conform to customer requirements are thought to be products of
acceptable quality (Hoyle, 2011). It is crucial that management ensures that the design,
production, marketing, and product meet the customer’s needs (Soin, 1993). Quality affects
companies both internally and externally (Soin, 1993).

Internally -Higher productivity
-Lower prices (competing on price)
-Lower costs

Externally  -Increased customer satisfaction
-Increased customer loyalty
-More repeat purchases
-Increased market share
-Higher profits

Organizations exist to achieve a goal, mission or objective; and they must meet the needs,
requirements and expectations of their stakeholders. Customers (one of the stakeholders)
will be satisfied only if organizations provide products and services that meet their needs,
requirements, and expectations (Hoyle, 2011). It is advisable to have a 3 to 5 year company
plan. The long-range plan should have the following steps and areas (Soin, 1993):

= Company’s or organization’s purpose and vision
= Customer needs, issues, and channels of distribution
= Competitive situation
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* Products and services

= Development of partners and purchase plan
= Financial analysis

= Potential problem analysis

= Five year plan

= Annual plans

Having a quality philosophy helps achieve increased sales, increased productivity, and
increased profits. Quality is the key for companies’ survival, success, and prosperity (Soin,
1993). Croshy (1979) states that quality is free. He stresses that if companies eliminate all
activity errors and reach zero defects, they can reduce activity costs and increase the level of
customer satisfaction (Hoyle, 2011). Therefore, management’s leadership methods,
communication between managers, reward types, decision-making and the recording and
reporting of quality costs must be redesigned as part of TQM. This is vital in order to
compete in today’s global industrial environment (Jafar et al. 2010).

2. RESEARCH AIM

There are many automobile, bus and midibus producers such as Mercedes, Isuzu, BMC, and
Temsa worldwide. Effectiveness in this sector can be achieved through efforts expended in
guality engineering and management. Furthermore, the cost of the quality system is
regarded as one of the most efficient performance measurement techniques and
arrangement systems.

This paper illuminates the efforts to introduce and implement cost of quality in the automobile
industry and is a real life case analysis. The costs that are present during production are
shown in this study. The methodology adopted here was the implementation of a case
analysis. In the study, the cost of quality budget of the company was investigated and
compared with the quality costing approaches and the company’s quality costing method. An
interview was conducted with the company’s quality assurance supervisor, and information
was obtained about production systems in different areas of the company.

2.1. Introduction to the subject of the study

The company selected for this study is a bus and midibus producer that produces for the
domestic and international market. The major customers are municipalities, and the firms
that provide intercity and intracity transport to the public and companies. The operation is
mainly production and assembly. There are some models of entity-specific value; some of
these models can vary by country or region and have different specifications. It is possible
that designs and specifications demanded by the customers are met, such as a toilet on a
bus, or televisions and sound systems. This shows that they are capable of providing a
solution to the special needs of any customer by modifying standard products and creating
specific and unique products. More than of half the company’s output is exported to Europe.

2.2. Methodology

The objective of this research was to obtain and analyze data from a company in the
automobile industry in Turkey. The main interest was to investigate whether the company
collects, measures and monitors quality costs; which kinds of costs were considered as
guality costs; and whether the collection, measurement and monitoring of the company’s
system is suitable for any formal cost of quality approaches; as well as identification of the
production process steps. The company is a bus and midibus producer and has a complex
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production system. Some of the parts for manufacturing buses and midibuses are produced
by the company; while some are bought from suppliers. The company produces for both
internal and external customers. The company’s quality cost model is similar to the general
approach (PAF Model). However, the company particularly focuses on failure costs (internal
and external cost) and reports these to senior management. The company has a quality
improvement program that includes continuous improvement, and focuses on the process,
as well as providing extensive education and training on quality for employees. Table 3
shows quality cost facilities.

Table 3: Example of activity costs in the company

Activity — primary Cost of Quality Category
Quality performance reporting Prevention

Quiality control engineering Prevention

Test and audit Appraisal - Prevention
Training Prevention
Laboratory acceptance test Appraisal

Product development Prevention
Manufacturing tools Prevention

Incoming quality control Appraisal

Measuring equipment Appraisal

Product defect Failure — Internal
Internal quality issues Failure — Internal
External quality issues Failure — External

The factors that cause quality problems and costs are pooled by the company’s information
system. These data are in information forms on the electronic system, and in paper form.
Some of these forms are Deviation Evaluation, Internal Notification, Customer Complaint,
Supplier Complaint, Scrap Evaluation

The company uses Pareto diagrams, cause and effect analysis, ratio analysis, and trend
analysis to identify quality costs. Managers discuss the quality cost data of the company at
the Quality Council.

2.3. Analysis and results

The company has a production period and has steps for a productive production process.
These steps can have differences according to production of bus and midibus type or model.
Standard production process steps of buses and midibuses are Main body production
process, Paint process, Mechanical process, Electrical process, Trim process

In the literature, quality costs are divided into four elements: prevention, appraisal, internal
and external failure. Crosby (1979) also offers two further divisions of conformance and
nonconformance costs. The company particularly focuses on nonconformance costs, and
has two main quality ratings. These are to measure non-conformities (scrap, rework etc.),
and poor adherence to specifications (internal, external, customers, suppliers). The company
gives importance to internal and external quality costs, and adds the other expenditure items
such as prevention and appraisal costs to external failures. Therefore, the company only
takes notice of nonconformance costs, and adds some conformance costs to internal failure
costs as nonconformance costs. The company divides quality costs into three categories
according to how quality costs appear. These are: design, production, and supplier problems.
These problems affect purchasing, the production process, the costs that occur after sale,
and the costs incurred during the guarantee period. These costs can occur when design
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components come from suppliers to the production area, and after the buses and midibuses
are delivered to the customers. Therefore, it can be assumed that these costs can be
prevention, appraisal and failure costs. However, the company actually accepts all these
costs as nonconformance costs. As a result, these nonconformance costs actually involve
both conformance and nonconformance costs. The quality department of the company
collects the quality costs and reports to senior management monthly, semi-annually, and
annually; and compares the changes (any increase or decrease). The company attributes
scrap, rework, internal modification, repaint, and regain from supplier to internal failure. The
company also categorizes warranty expenses and service modifications as external failures.
Table 4 below shows the changing quality costs.

Table 4: Quality cost report of the company

Non-Conformance Costs (Turkish Lira)
QUALITY A | B C | D | E
COST 2011 2012 Comparison
REPORT OF Cumulative First 6 Previous Now First 6 Monthl First 6
THE Months Months y Months
COMPANY 1 4j11:12111 | 1111:6011 | 5112 612 | 1262 | O° o
(1] (1]
Internal 33,211 -1,317,092
Eailure 3,000,256 | 2,076,962 | 88,685 | 121,896 | 759,870 37.4% 63.4 %
-13,776 -60,063
Scrap 353,197 197,217 32,085 18,309 | 137,155 429 % 30.5 %
26,011 -647,288
Rework 1,710,383 | 1,130,944 | 71,014 97,025 | 483,656 36.6 % 572 0%
Internal -2,479 -203,454
Modification 411,060 336,513 2,770 290 133,058 895 % 60.5 %

: 5,039 -352,523
Re-paint 668,100 480,119 16,398 21,437 | 127,596 307 % 73.4 %
Regain from -18,416 53,764
Supplier 142,484 67,832 33,582 15,166 | 121,595 548 0% 79.3 %
External -129,279 | -1,789,986
Failure 11,751,030 | 5,828,101 | 862,297 | 733,018 | 4,038,115 150 % 30.7 %
Warranty -50,829 -588,478
Expenses 5,171,732 | 2,761,823 | 471,813 | 420,984 | 2,173,345 10.8 % 213 %
Service -78,450 | -1,201,508
Modifications 6,579,298 | 3,066,278 | 390,484 | 312,034 | 1,864,770 20.1 % 29.2 %
TOTAL -96,068 | -3,107,078
COSTS 14,751,286 | 7,905,063 | 950,983 | 854,914 | 4,797,985 101 % 39.3 %

The table shows the total for the year (12 months) and half year (6 months), and compares
two years with either 1 month or 6 months. The company aims to decrease quality costs
through the implementation of improvement programs. The company’s quality cost report
shows the change in quality costs. The total internal failure cost “scrap, rework, internal
modification, repaint, regain from supplier (-)” is 3,000,256 TL (Turkish Lira). The external
failure cost “warranty expenses and service modifications” is 11,751,030 TL, and the grand
total quality cost is 14,751,286 TL for 2011. For the first 6 months of 2011, total internal
failure cost is 2,076,962 TL, the external failure cost is 5,828,101 TL and the grand total is
7,905,063 TL. These costs for the first 6 months of 2012 are 759,870 TL, 4,038,115 TL and
4,797,985 TL respectively: internal failure, external failure and total failure cost. The table
shows there is a reduction in quality cost between the first 6 months of 2011 and 2012. The
causes of this reduction are quality activities and process improvement programs. If there is
a negative situation, the cause of the problem is found and corrected and preventative action
becomes a part of an activity. For example; a compressor pipe problem cost appeared and it
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cost the company approximately 28,800 $ a year. According to the investigation results, this
is defined as an internal and external failure. This is an internal failure because it is a design
fault. This is also an external failure because of the service cost for fixing the problem. The
fix tree in Figure 1 shows the problem and solution seeking process for the compressor pipe.

To Identify The Problem
To identify compressor pipe problems

The Cost of Problem
28,800 $ a year
One compressor costs 14 $§ & the repair cost is 126 €

4

Determination of Cause of the Problem
Using the control form
It is caused by design and supplier

J

Solving The Problem
Correction of design, seeking an alternative supplier

Figure 1: The problem and solution seeking process

This quality cost was caused by a compressor pipe problem. Even if it is seen as a failure
cost; it came to light because of a design problem, test deficiency or process fault. In other
words, this failure cost is also related to prevention and appraisal costs.

3. CONCLUSION

Companies are in fierce competition and must therefore aim to have a more efficient
production line, and products that satisfy the customer. Approaches that focus on quality
such as Total Quality Management and Six Sigma provide more reliable products and
production systems that are error-free. For this reason quality costs hold significant
importance because they affect production quality and the stability of the production systems
of companies.

In this study, a bus and midibus production company was chosen and its quality costs and
efforts to decrease quality costs were analyzed. For this purpose, the company’s quality
costing method and the cost of quality budget of the company was investigated. The
company groups some activities within the quality cost framework and particularly focuses on
failure costs. The company introduces or improves product development facilities to
decrease failure costs. To improve the facilities, the company uses Pareto diagrams, cause
and effect analysis, ratio analysis and trend analysis. The company prepares a quality cost
report monthly, once every six months, and annually. In addition, the company compares the
guality cost variation of every quality cost element, such as scrap, rework, warranty
expenses, and service modifications. The company also particularly focuses on failure costs
(nonconformance costs) and performs works or studies to decrease these costs. The
company has been monitoring quality costs since 2011. In comparison with 2011, the
company benefitted from decreased costs in 2012. Examination of the comparison between
the first 6 months of 2011 and 2012 reveals that internal failure costs decreased by 63.4%
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(The amount is 1,317,092 TL), external failure costs decreased by 30.7% (The amount is
1,789,986 TL), and the total failure costs decreased by 39.3% (The total amount is 3,107,078
TL).

The results of this study show that there is a positive effect of quality improving works on
guality costs. Another finding is that monitoring quality costs and cost studies do not actually
increase operating costs, and important cost advantages are gained. However, it should be
noted that the study is limited in several ways. First, the study is conducted in only one
company and sector. Secondly, the company employees are wary of giving latest quality cost
data. Further research in this field might investigate a more broad range of companies,
sectors, and analyze cost data over a longer period of time.
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Abstract: This paper establishes a relationship between the elasticity of demand for
pharmaceutical intermediates and the growth rate for these intermediates variety. We build a
model that contains two sectors, one final good sector producing treatments, and one
intermediate goods sector producing a differentiated input used in the final treatment. The
effects on the medicaments varieties' growth rate of the introduction of a fiscal instrument
over pharmaceutical producers' profits are discussed. When the fiscal instrument is a tax
over intermediate firms' profits, R&D by firms in the pharmaceutical goods sector results in
positive growth provided there is enough substitutability among intermediates assured by a
patent system. Otherwise, a subsidy over pharmaceutical firms' profits should be considered
to generate positive growth of innovation in medicaments.

Keywords: Monopolistic Competition, Pharmaceutical Industry, Fiscal Policy
1. INTRODUCTION

The increasing demand for healthcare has been at the center of an intense and unceasing
discussion by political responsible especially in richer economies. Healthcare seems to be a
voluminous and continuously growing sector representing in 2010 an average of 9.5% of
gross domestic product (GDP) in OECD countries (OECD, 2012). The accelerated growth in
the demand for healthcare contributes to an increase of public expenditures, requiring
adjustments in production costs where its upstream industries such as pharmaceuticals can
be decisive.

While the increase in government expenditures in healthcare converts any decision
concerning this sector into a central public policy debate, healthcare is simultaneously a very
vigorous and dynamic sector where major innovations take place, and that involves a

* Financial support from FCT under grant PTDC/EGE-EC0O/104157/2000/ and under BRU-UNIDE is gratefully
acknowledge.
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significant share of countries' labor force (Bloom et al., 2011). At the upstream of healthcare
demand there is an array of intensive research intermediate activities such as
pharmaceuticals, biotechnology activities and medical equipment, among others who fight to
discover new products that can help them keep their production pace.

On a global scale, the pharmaceutical sector presents the highest R&D spending, a
fundamental driver of companies' growth. This takes place within a market structure of an
industry that is moderately concentrated and where innovation is indispensable for economic
survival. Pharmaceutical firms must engage in expensive research with uncertain results in
order to find new drugs, but after approval these drugs are protected by intellectual property
rights that help firms to recover from the high costs incurred during the research and
development process. The pharmaceutical firms operate in a monopolistically competitive
market where each one produces and sells similar but not identical products, each facing a
downward-sloping demand curve. These products are differentiated answering to consumers
(patients advised by medical doctors) that have varied tastes and preferences.

In this paper we try to address the importance of innovation in medicaments from the
pharmaceutical industry as an answer to the increasing demand for variety in healthcare.
Healthcare is regarded as a final good production sector, where every patient requires a
specific treatment, i.e., has a preference for variety. This singularity of health demand
stimulates the innovative activity of the pharmaceutical sector by the expectation of a later
monopoly power gain obtained by developing a molecule that serves a unique health
condition. Investment in R&D assures a continuous growth in product variety and hence has
a direct effect on consumers' welfare.

We construct a simple model relating pharmaceutical drugs innovation to current and future
features of healthcare demand where we find that the monopolistic competition market
structure under which these pharmaceutical firms operate is able to induce innovation
provided the perfect incentives are activated. Our model follows Dixit and Stiglitz (1977) in
the sense that our consumers have a love for variety in what concerns treatments. There is a
monopolistically competitive intermediate pharmaceutical sector where new medicaments
are being discovered and that enter the production function of medical treatments. Growth is
determined by the rate of innovation in the pharmaceutical sector. In order to generate
positive growth, pharmaceutical firms must operate in a market structure where the demand
is elastic indicating that the higher the substitutability between intermediate products the
greater the conditions for a successful growth of the entire sector.

This paper aims to offer a contribution to the literature by relating the growth of the variety in
medicaments with the elasticity of the pharmaceutical market demand while at the same time
relating it with government tax policy concerning the stimulus to innovation. With the aim of
keeping the pace of innovation in the medicaments' industry the government can alternate its
policy between charging taxes over pharmaceutical firms' profits if there is a reinforcement of
the patent system, and choosing to subsidize these firms’ research if it chooses not to
strengthen the patent system.

The rest of the paper is organized as follows. Section 2 discusses the related literature on
pharmaceutical industry market. Section 3 presents the pharmaceutical R&D based growth
model discussing equilibrium and welfare. Section 4 evaluates the relationship between
demand elasticity for pharmaceutical intermediates, overall growth and the tax policy over
pharmaceuticals through a numerical simulation. Section 5 concludes.
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2. RELATED LITERATURE

This section surveys the literature on pharmaceutical industry which analyses attributes of
this sector that are considered important determinants of its firms' innovation pace, such as
market concentration, market size, research costs, and public policies chosen to foster this
sector global R&D.

Boldrin and Levine (2008) characterize the pharmaceutical sector as an example of a
Schumpeterian industry, recalling that according to Schumpeter (1942) technological
innovations are more likely to be initiated by large rather than small firms in a dynamically
competitive environment. They conclude that the circumstance that these firms operate
under intellectual monopoly generates lack of competition that solely benefits the
pharmaceutical firms, harming consumers and the progress of society due to rent-seeking
and redundancy in research on pharmaceuticals. The market power enjoyed by
pharmaceutical firms is one of the most highlighted traits of this sector that has experienced
mergers and acquisitions, mainly during the late 1980s and 1990s, contributing to the
increase in industry concentration without consequently creating positive long term value
(Danzon et al., 2007). Comanor and Scherer (2013) blame these mergers for the
disappearance of firms that conducted frontline innovations, causing a decrease in entire
industry R&D productivity. The pharmaceutical industry has suffered an increase in R&D
costs due to a productivity shock that is latent in the decrease of the number of new
molecular entities approved between 1970 and 2000. The pharmaceutical firms tend to
explain the merge wave as a response to the loss of productivity but the authors sustain the
reverse: the mergers and acquisitions have partially destroyed the R&D in this industry.
Despite this merging trend, Gambardella et al. (2001) analyzing the European
pharmaceutical industry and comparing it with other countries find that the degree of
concentration in this industry has been consistently low. Along with these authors the
pharmaceutical industry is populated by very different firms, starting by multinationals which
correspond to global firms with their property spread across different countries, moving on to
smaller firms that are specialized in sales and are less R&D intensive, and recently there is
the expansion of biotechnology firms. They refer, however, that Europe is lagging behind in
the pharmaceutical sector because it has a less competitive market for this sector as a
whole. According to Malerba and Orsenigo (2007) the pharmaceutical sector is a case where
competition is similar to a model of patent races. The pharmaceutical industry has an overall
low level of concentration that tends to be maintained at a global scale, but this feature is not
replicated at a single therapeutic area where concentration is typically higher. The market is
dominated by incumbents that have warranted revenues in old products and new entrants
usually cannot expect to displace the incumbents and have difficulties in creating their own
protected niche. In line with Danzon and Keuffel (2013) the appropriate economic model of
the pharmaceutical industry is either monopolistic competition or oligopoly with product
differentiation, indicating that there is some concentration in the production of drugs.

Market size for these pharmaceutical companies has also been the subject of recent
research. Kremer (2002) defines developing countries' pharmaceutical market demand as
insignificant, a situation that generates uncertainty in a sector that operates with high fixed
R&D costs and low marginal costs of production leading to low research directed to cure
diseases common to those countries such as tuberculosis or malaria. Acemoglu and Linn
(2004) focus on the relevancy of potential market size and the ability of the pharmaceutical
sector to innovate. They build an empirical model where controlling for U.S. demographic
trends they find a positive relationship between the increase in potential market size for a
drug category and the increase in the number of new drugs in that same category. Market
size increases profits and technological change is then directed towards these more
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profitable areas. Market size conditioned by health insurance has been considered by Garber
et al. (2006) questioning if it could exert an excessive incentive to innovation. The authors
report that the insurance plans exaggerate the under-consumption of pharmaceutical
products that are offered under monopoly, causing static and dynamic inefficiency. This
causes the existence of unnecessary incentives for pharmaceutical firms' innovation that
should be prevented by inserting limits on patents lifetime and on monopoly pricing. Cerda
(2007) analyses the creation of new medicaments in the US pharmaceutical sector during
the second half of the 20th century and relates it to the uninterrupted increase in this market
size generated by an upsurge in population. The increase in population was endogenously
determined by the decrease in mortality rate caused by new drugs and is simultaneously an
important incentive for pharmaceuticals when discovering and developing new drugs. Dubois
et al. (2011) establish an empirical relationship between market size and innovation in the
pharmaceutical industry. By making potential market size dependent on three different types
of factors, namely: demographic and socio-economic change; the degree of competition
among pharmaceutical companies as well as their strategies in innovation, cost cuts and
customers' disputes; and, public policies, they found positive significant elasticities of
innovation to the potential market size, underlining a value of 25.2% for their preferred
specification. Desmet and Parente (2010), although not focusing on the pharmaceutical
industry, had already concluded that a larger market, by increasing the price elasticity of
demand, would simplify the adoption of more productive technologies because larger
markets increase competition and the substitution between goods hence increasing the price
elasticity of demand. This results in a decrease in mark-ups, obliging firms to augment their
sales to break-even but simultaneously forcing them to a dimension that facilitates
technology adoption by being able to pay for R&D fixed costs. In a recent study, de Mello-
Sampayo and de Sousa-Vale (2012) establish an empirical relationship between the
increase in health care expenditures per capita and the share of health expenditures on
medicaments estimating that this type of expenditure contributes significantly to the increase
in total health expenditure per capita with an elasticity of 5.6%. Such conclusion points to an
induced demand for drugs from general health care demand.

Research costs are another important concern among studies dedicated to pharmaceutical
industry analysis. As the increase in competition in the market for medicaments decreases
the overall costs for society, it may, at the same time, decrease the incentives to innovate by
eroding pharmaceutical companies' profitability and their capability to invest in research.
Research and development in the pharmaceutical industry is an expensive activity and
therefore, to be encouraged requires barriers to entry that guarantee that the incumbents are
able to cover the costs incurred while developing new molecules. DiMasi et al. (2003)
estimate the cost of research and development for 68 new drugs from a survey of 10
pharmaceutical firms. They find that these costs have been growing substantially and tend to
change with the degree of R&D uncertainty and with the stage of the product development
life-cycle. Their conclusions tend to support the introduction of patents over medicaments as
a way to guarantee pharmaceutical companies' profitability. Toole (2012) focusing on data
from the biomedical research empirically investigates the contribution of public basic
research to the early stage of pharmaceutical innovation, namely drug discovery. His
estimations point to a lagged increase of 1.8% in the number of hew molecular entities after
a 1% increase in the stock of public basic research. He concludes that the flux of foundation
knowledge from academic research to the industry may reduce pharmaceutical firms own
investments in R&D and therefore reduce innovation costs.

A different strand of the literature has been discussing the impact and effectiveness of tax

incentives to stimulate innovation in the pharmaceutical industry although without arriving to
an unambiguous conclusion. Because R&D has characteristics of a public good there exists
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the fear that the rate of new innovations may come to a halt and therefore it is defended that
there is room for fiscal stimulus. Hall and Reenen (2000) investigating OECD countries find a
unit-elastic response of R&D to tax credits. They consider that the use of the tax system is
preferable to a system where the government finances or even conducts the R&D program
directly because firms tend to use the credits to fund the R&D projects that have the highest
private rate of return while the government will tend to choose the projects with the highest
spillover gap. This choice by the government has a tendency to fail due to uncertainty in
knowledge delivery and to the presence of vested interests that define its priorities. The
effectiveness of tax incentives to R&D in Spain has been the subject of an empirical analysis
in Corchuelo and Martinez-Ros (2009). They identify two groups of firms, large firms and
small and medium enterprises concluding that on average tax policy fosters technological
effort but the former firms are more likely to use tax incentives on innovation while the later
report barriers to using those policy instruments facilities. They also conclude that this policy
is only effective to large firms and in high-technological intensity sectors. Busom et al. (2012)
go one step further by confronting tax incentives to subsidies as policy instruments to
stimulate R&D and comparing them with the protection of intellectual property rights. They
too divide firms in two groups, small and medium size enterprises and large firms and
conclude that, provided they have protection of their intellectual property, small and medium
size enterprises are more likely to use tax incentives than subsidies while large firms show
ambiguous effects. Rao (2011) analyses the effect of fiscal incentives on R&D focusing on
the health sector and in particular on the pharmaceutical firms' activity and concludes that the
introduction of a global health tax credit in the United States would unlikely result in
significantly more or better global health R&D. Instead, direct funding to companies or
partnerships should be considered as a way to reach better results. Yin (2008) also studies
the impact of political incentives, namely, the relationship between the tax incentives
introduced by the Orphan Drug Act (ODA) and the rate of pharmaceutical R&D in terms of
new clinical trials. His results indicate that ODA had a significant impact on rare diseases
drug development with a 69% increase in the annual flow of new clinical trials for drugs for
these rare diseases. The author stands that tax credits can stimulate stocks and flows of
pharmaceutical R&D but that the effectiveness of this policy depends on revenue potential of
the specific markets. Therefore, small markets require larger tax credits or even additional
policies.

The present paper stands in between these different bulks of the literature by connecting
market size features of the pharmaceutical industry, namely its eminent demand increase in
developed countries as a result of a growing expenditure in healthcare, with supply side
facets of this market such as the introduction of taxes and subsidies to R&D and its effects
on the growth rate of innovation in medicaments along with welfare.

3. THE MODEL

In this section an endogenous growth model with expanding variety is considered for the
healthcare sector. This model is based on Grossman and Helpman (1991, chapter 3) and
assumes three types of economic agents: households that demand for treatments, treatment
producers and producers of pharmaceutical medicaments. We begin by analyzing the
behavior of each group of agents separately, and then we analyze equilibrium, and finally
welfare.

3.1. Households

Consider a representative consumer that maximizes the following utility function from
medical care consumption,
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U=[e P U(c)dt 1)

where the instantaneous utility function is a continuous and differentiable function with partial
derivatives U’ > 0 and U" < 0. This concave utility function is presented under a simple
logarithmic specification: U(c;) = In c,. Consumption is a composite variable defined as
follows,

¢ = (fonf m¢; dj)l/a ,0<a< 1 2

In Equation (2), m;; corresponds to consumption of each medicament j at time t. Households

have available to consume an infinite set of medicaments in the interval [0; n,]. Note also that
a corresponds to the weight each medicament has in aggregate consumption.

The maximization of Equation (1) allows determining the growth rate of consumption of
healthcare

S=r—p, 3)

c

where r is the real interest rate and p corresponds to the rate of intertemporal preference.
The final treatment is assumed to be the numeraire.

In this economy there are two sectors of production, a treatment sector perfectly competitive,
and a pharmaceutical sector where there exists monopolistic competition.

3.2. Healthcare producers

Healthcare producers produce a final treatment good T, employing human capital (L)' and a
set of pharmaceutical intermediate goods m;. The production function that represents their
technology is:
— n .
T, = Ly ® [y mfdj. (4)

In Equation (4) technological progress is represented by an increase in the medicaments
variety, n. Symmetry implies fON mg;dj = nm®; then Equation (4) becomes:

T, = LY *n1=¢(nm)* = L3 %nm®. (5)
Taking, as referred, the healthcare good as the numeraire, profits in this sector are given by:
e = Ly [y mg dj — wrly — [ pyme;d). (6)

In Equation (6), revenues correspond to the generated income (the outcome of the
productive process), and costs are the sum of human capital costs and the cost of acquisition
of medicaments by the final producer of treatments.

' Human capital is usually identified with the characteristics of the worker that contribute to his productivity and
therefore is more appropriate in dealing with sectors that are devoted to innovation.

18



10th EBES Conference Proceedings

The first order conditions for the final goods producers give us the factor demand functions
(i.e., the rental price of pharmaceutical capital and the wage rate):

pj = aly “m*~1, (7
and
wr = (1 — a)L7%nm®. (8)

3.3. Pharmaceutical sector

At the upstream of the production of healthcare there is a pharmaceutical sector in which
each firm owns a patent over a medicament m; and uses such patent to produce the

medicament. In this sector, human capital is the only factor of production. To invent a new
medicament m; a firm has to employ L, units of human capital; thus, the production function

of pharmaceutical intermediates is

g =1

n=- Ly, %)
with n the number of pharmaceutical varieties available on the economy, 1/a the productivity
of innovation and L, human capital used in production of medicaments.
Profits of active intermediate firms are given by

T; = pjm; — wym,. (20)

The maximization of (10) subject to (7) gives the following first order conditions, with
solutions for quantity and prices of intermediate goods:

pj = M%M (12)
and
1
a-—1
m; = (#Q;_a) : (13)

Replacing (12) and (13) on the profits Equation (10) we obtain

1+a @

T; = QELTWf(l —a). (14)

J

3.4. Equilibrium factor prices

Assuming the economy locates on the steady-state, we are able to characterize equilibrium
factor prices. In the steady state, we verify that y = % §= E =% and y > 0. We consider a

constant human capital workforce (L = L), allocated between the two sectors of production,
treatments and medicaments:
L= Ly + Ly.

Agents are indifferent between working in either sector, but in steady-state the proportion of
the workforce that belongs to each sector is time-invariant.
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Assume m; = w and m; = m, i.e., the symmetry assumption. Substituting (13) in Equation (5),
we obtain

2a @

T, = LTnaﬂwf (15)

Log-differentiating this expression we calculate the available treatments' growth rate as

T n a \w
Pt G (16)
Because agents reveal indifference between working in one or in the other sector, the wage
paid by treatment firms and by pharmaceutical firms must be identical. Equating (8) and (13),
we obtain the human capital market equilibrium wage for this economy:

w=(1-a)l"%nl %q2% (17)
There is free-entry in the medicaments' sector. This implies a positive rate of innovation:

co _ wa
fo et - 1) mdt = - (18)

where r is the interest rate and 7 is a tax on pharmaceutical firms' profits. 2 The interest rate
must be constant at the steady-state, and therefore Equation (18) can be rewritten as

a-om; _ wa (19)

r+ay n'
Now, using Equations (3), (9), (14) and (17), equation (19) simplifies to

a(1-t)L/a—p
14+a(l-1)

y = (20)

From Equation (20) it is possible to analyze which are the main determinants of
pharmaceutical innovation growth in the steady state. We directly observe that an increased
human capital and a higher productivity of innovation are beneficial in terms of innovation

growth. On the contrary, an increased rate of intertemporal preference lowers the rate of
innovation. Relatively to the impact of the tax rate over the rate of innovation, we can

compute the following derivative: 9 _ _ap-L/®)  1his derivative indicates that the rate of
ot [1+a(1-1)]?

innovation in the pharmaceutical sector grows with the tax over profits as long as the rate of
intertemporal preference is above the productivity of innovation times the amount of available
human capital. However, as one will regard in the next section, the maximization of utility
excludes the possibility of p > L/a being a feasible condition, and therefore an increase on
the taxes over profits will imply a decline in the rate of innovation.

3.5. Welfare

(1-a)T
wr

this economy), we have the following steady state consumption level of healthcare,

We know that ay + = L, and assuming that ¢ = T (because there is no investment in

2 We choose to introduce taxes over profits and we will center our later discussion on how taxes over intermediate
firms' profits can determine growth and welfare.
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L+a
c = P

- 1-a)(1+a(1-1)) w. (21)

Using Equations (1), (20) and (21) we obtain the long term level of utility:

_1 L+ap (1-a)[a(1-T)L/a-p]
U= p [log ((1—a)(1+a(1—r))> + log WO] + p2[1+a(1-1)] (22)

From Equation (22) it is straightforward to calculate the impact of the tax on utility

au a
T = et OF [ap(2 —7) = (1 — a)L/a] (23)
This implies an expression for 7 given by

_ (1-a)L/a
ap

T=2 (24)

Equation (20) is valid only for y > 0 so the optimal t has to imply a positive growth rate. We
find:

y(@>0e=> L (25)
Note that, for T > 0, we verify
§ < 2ap/(1 - a) (26)

Combining Equations (25) and (26) we know that, fora > 1/2, we verify >0 and y > 0,
otherwise we have 7 < 0 (a subsidy) so that y > 0. Being a the elasticity of substitution
between the intermediate varieties, there is a relationship between a and ¢, the elasticity of
demand, where e = 1/(1 — ).

With positive taxes over profits the pharmaceutical firm has to operate under elastic demand
(e > 2) to assure a positive growth of innovation in pharmaceutical medicaments and to
simultaneously not damage welfare. This implies that if the government wants to tax
pharmaceutical firms' profits and maintain the path of varieties growth then the medicaments
produced by each firm must be sufficiently differentiated from the medicaments produced by
its competitors. Therefore, the protection of intellectual property rights ought to be maintained
in order to maintain the product differentiation that assures firms' profits, while at the same
time this system has to be flexible enough to assure that through time pharmaceutical
medicaments become close to perfect substitutes. If the demand for different medicaments is
not sufficiently elastic (¢ < 2), the alternative to obtain positive growth of medicaments
innovation and without causing a welfare loss is for the government to subsidize
pharmaceutical firms' profits.

In the monopolistically competitive environment where pharmaceutical firms operate, if the
increase in the number of pharmaceutical varieties is an aim, there must be incentives for
pharmaceuticals to produce differentiated goods. These incentives should come in the form
of a patent system that guarantees exclusivity of the single product sold by each
pharmaceutical firm but that assures that with time the products tend to become more and
more close substitutes, that is to say that the patent must have a limited lifetime. Choosing to
support a time-limited patent system, the government will be able to charge taxes over
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pharmaceutical firms' profits. Alternatively, these incentives can come in the form of
subsidies to production when there is not enough substitutability between medicaments
produced by pharmaceutical firms.

4. SIMULATIONS RESULTS

In this section we perform simulations of growth rate and utility. The data in the present
simulation analysis consists of pharmaceutical industry in the United States between 2000
and 2010. Figures 1 and 2 provide a sensitivity analysis of the growth rates values, Equation
(20), with respect to the parameters of the model: T and ¢.®> The simulations confirm the
results of the discussion presented in Section 3.5.

Figure 1 shows a sensitivity analysis of the growth rate, Equation (20), for positive values of t
therefore, for an economy in which the government is charging taxes over profits, and for
€ > 2 as discussed in section 3.5. It is shown that higher levels of taxes decrease the
pharmaceuticals' R&D growth rate and that y rises when demand is more elastic. Figure 1
also reveals that y is more sensitive to ¢ than to .

Pharrnaceudtical R&D Growth Rate with Taxes

R&D growth rate

Taxes

Elasticity

Figure 1: p = 0.037;L = 17008;a = 259;2 < ¢ < 2.5

Figure 2 reveals the sensitivity analysis of the growth rate value, Equation (20), with respect
to the parameters of the model, s * and ¢, therefore for an economy that is subsidizing
innovation costs (a negative 7) and for 1 < £ < 2 as showed in section 3.5. With subsidies, y,
the growth rate of new medicaments rises when ¢ is high and s moves towards its maximum
level (a higher subsidy). Figure 2 reveals that for this elasticity range, the innovation growth
rate is not very sensitive to the policy measure. The analysis of Figure 2 also makes possible
to notice that when the elasticity of demand is just slightly above the unit-elasticity the
innovation growth rate will be just faintly above zero, independently of the level of the subsidy
that is being granted. Comparing Figure 1 to Figure 2 it is clear how important is the elasticity
of demand for the level of innovation growth rate that can be achieved when compared to the
importance of the variation in the level of the tax policy.

% As referred earlier in this paper, this parameter represents demand elasticity and is related to a being defined as
e=1/(1-a).

* This parameter is introduced to represent a subsidy (nhegative values for 1) in order to distinguish the analysis for
a tax and for a subsidy.
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Pharmaceutical R&D Growth Rate with a Subsidy
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Figure 2: p = 0.037;L =17008;a = 259;1 <e< 2

Figures 3-6 reveal the sensitivity analysis of the utility level, Equation (22), for different
values of the parameters of the model, 7, s and . Figures 3-4 represent the sensitivity
analysis of welfare when a tax rate is being charged over pharmaceutical firms' profits and
for € > 2, while figures 5-6 represent the sensitivity analysis of welfare when the
pharmaceutical firms are receiving a subsidy and for an elasticity range of 1 < ¢ < 2. °

Figure 3 respects to the variation in the level of utility when &£ > 2 and for increasing tax rates.
The results described for the growth rate of innovation, Figure 1, are confirmed with the utility
analysis. It is possible to raise taxes and simultaneously obtain higher although decreasing
levels of welfare provided there is a high elasticity of demand. The joint evaluation of these
two figures also shows that welfare is more sensitive to variations in the tax levels when
compared to innovation growth rates.

Utility Level with Taxes
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Figure 3: p =0.037;L =17008;a = 259;2 << 2.5

The sensitivity analysis of welfare with respect to 7 and y is displayed in Figure 4. The utility
level increases when the growth rate of medicaments, y, is high and t moves towards its
minimum level and is considerably more sensitive to the growth rate of innovation than to
changes in tax levels.

> Note that the minimum value for this parameter is related to the minimum value for a.
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Utility Level with Taxes

Litility(s)

015 047 R&D growth rate

Taxes

Figure 4: p = 0.037;L =17008;a = 259;2 << 2.5

Comparing Figures 3-4 we note that welfare does not depend too strongly on the tax rate,
but it depends on elasticity. Jointly, the figures reveal that for high levels of elasticity (¢ > 2),
welfare rises with the innovation rate under any value of the tax rate charged over profits.
Figure 5 represents variations in the long term level of utility against the parameters of the
model, € and s (a subsidy). The range of variation of elasticity is between 1 and 2, indicating
that « < 1/2 as concluded from the analysis of Equation (26). As reported in respect to
innovation growth rate from the analysis of Figure 2, changes in welfare are more sensitive to
changes in elasticity values than to changes in the tax policy. Nevertheless, the long term
level of utility is significantly more sensitive to changes in the level of the subsidy in
comparison to the sensitivity of the innovation growth rate, Figure 2. Utility rises as the
elasticity increases but the effects over long run utility are decreasing indicating that when a
subsidy is being granted there is some satiation of consumers in what refers to variety.
Relating the effects of the two alternative tax policies over utility and controlling for different
levels of the elasticity of demand, Figures 3 and 5, we note that the long run level of utility is
always higher in the presence of a subsidy when compared to taxes and that this result is
verified even for the lower levels of elasticity that where considered for the sensitivity
analysis of the former tax policy.

Lttility Level with a Subsidy
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Figure 5: p = 0.037;L = 17008;a = 259;1 < £ < 2

Figure 6 relates rises in welfare to increases in the level of the subsidy, s, and in the
innovation growth rate,y. The figure reveals that the welfare level is very sensitive to the
value of the innovation growth rate but it is not very sensitive to the level of the subsidy. The
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appraisal of Figure 4 and Figure 6 reveals that it is possible to reach higher levels of welfare
when there is a subsidy to innovation costs than under a tax over pharmaceutical firms'
profits, but the results on the innovation growth rate show that this rate starts from smaller
values and is more variable when a subsidy is being granted than when a tax rate is being
charged. Additionally, we also notice that welfare is more sensitive to changes in the level of
taxes than to changes in the levels of the subsidies.

Lttility Level with a Subsidy

Utility(s)

015

RE&D growth rate
Subsidy

Figure 6: p = 0.037;L =17008;a=259;1<e<2

Our simulation results confirm our previous analytical results. The elasticity of demand is a
determinant feature of the level of innovation growth rate for pharmaceuticals. Higher levels
of the growth rate and welfare are possible even in the presence of tax rates over profits,
provided this demand elasticity is also high.

5. CONCLUSION

In this paper we discuss how the market size for pharmaceuticals' new medicaments can be
an important feature of their performance in terms of the innovation growth rate on
medicaments. The market size is being represented by the elasticity of demand for
pharmaceuticals' new medicaments. This analysis has shown that if the pharmaceutical firms
have the proper incentive to innovate they will increase their new medicaments growth rate
and consequently expand welfare.

In our model, we introduce a government that charges a tax over pharmaceutical firms'
profits and reveal that if the elasticity of demand for new medicaments is above 2 it is
possible to tax pharmaceutical firms' profits and maintain positive values for their innovation
growth rate and therefore increase economy's welfare. Otherwise, for values of the elasticity
under 2 it is possible to obtain positive values for the innovation growth rate of new
medicaments if the pharmaceutical firms are granted with a subsidy.

We have provided an empirical application, based on United States data, to support these
results. The results are not very sensitive to changes in the values of the tax policy,
especially in the presence of a subsidy, and show a significant response of the growth rate of
innovation and welfare to variations in the level of the elasticity of demand.

The policy implication is that to improve innovation in the pharmaceutical industry it is
important to consider one of two alternatives, either a patent system that reinforces the
pharmaceuticals firms wish to innovate and therefore guarantees the diversity that is required
by the healthcare sector while taxes are charged over pharmaceutical firms profits, or a
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system based in granting subsidies to innovation and that does not require a high degree of
substitutability of medicaments where the supply of new medicaments to the healthcare
sector will arise at a smaller pace. Confronting the costs and benefits of either one of these
two policies should be the object of further research.
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APPENDIX

The simulations relate to the growth rate obtained in Equation (20) and to the utility level
obtained in Equation (22). These simulations where performed using data from the United
States for the period 2000-2010. The values of the parameters, as well as the ranges used in
the simulations of growth rates and the utility level, were drawn from the Organization for
Economic Cooperation and Development (OECD database) and can be seen in Table 1. The
parameters from the equations of the growth rate and utility are defined as:

a. The parameter of elasticity of substitution between any two medicaments, &, being

! S1,0<a<l.
(1-a)

E =

p: The discount rate is proxied by the United States "long-term government interest rate",
from OECD database, for the period 2000-2010.
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7: The tax rate is proxied by the United States "taxes on income and profits" from the OECD
database, for the period 2000-2010.

s: The data on subsidies to innovation costs where not available, therefore the range of
variation for this variable was picked arbitrarily.

L: Labor force in the healthcare sector is proxied by United States "total labor force", from
OECD database, for the period 2000-2010 x the average in percentage of "employment in
the health and social sectors as a share of total civilian employment” for the United States
from the OECD Annual Labor Force Statistics for the period 2003-2008.

a: The parameter a is proxied by "business enterprise R&D expenditures in pharmaceuticals
at constant prices and PPPs" from the OECD database, for the year 2000 / "Full-time
equivalent researchers in pharmaceuticals" from the OECD database, for the year 2000.

Table 1: Parameter Values

Mean Maximum Minimum
a 0.5 0.99 0.01
p 0.037 0.06 0.032
T 0.13 0.15 0.10
s 0.15 0.25 0.10
L 18,028 19,402 17,975
a 259 - -
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Abstract: Household debt in Malaysia has been on an upward trend and increasing at a
relatively fast pace. This study provides an in-depth analysis of the current Malaysian urban
households’ vulnerabilities and risks and determines differences across the three major
ethnic groups of Malay, Chinese and Indian. It examines households’ perception of risk, their
capacity to bear risk, and their coping strategies. The study finds that Malaysian urban
households are somewhat vulnerable and more so among the Malay households.
Households perceive their exposure to small shocks to be somewhat likely, with Malay
households’ rating the likelihood to be higher than others. It is found that 6.2% of the
households were not able to deal with a small shock, while more than 20% were unable to
cope with a large shock. Households will resort to using their savings or cutting down daily
expenditure, or turn to family and friends in coping with financial shocks. Malay households
have less and fewer sources of funds in meeting unexpected financial needs. Asset poverty
among households is high in which 22.9% can survive on basic necessities for only less than
three months if their household income is cut-off, and it is more prevalent in Malay
households.

Keywords: Urban Households, Malaysia, Financial Risk, Capacity-bearing, Coping
Strategies, Asset Poverty

1. INTRODUCTION

The 2008-2009 recession was triggered by an unsustainable expansion of the housing sector
and subsequent failures in the over-leveraged financial sector, primarily in the United States
and Western Europe. A recent IMF research published in the April 2012 World Economic
Outlook finds that recessions preceded by larger increases in household debt are more
severe. This crisis underscores the importance of household credit market and household
financial management in determining the stability of the financial system and the level of
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economic activity. Buyukkarabacak and Valev (2010) showed that rapid household credit
expansions generate vulnerabilities that can precipitate a banking crisis. In another study,
Japelli et al. (2008) find evidence to suggest that insolvencies tend to be associated with
greater household indebtedness. This can help explain why even moderate shocks can
precipitate a huge wave of household defaults, in a situation where households are already
heavily indebted. On the other hand, household credit does not seem to have made any
significant contribution to economic growth, as shown in Beck et al. (2008). In fact, Jappelli
and Pagano (1994) find that household credit even reduces economic growth.

At a micro level, the increase in indebtedness means that the household sector is more
exposed to interest rate risks and shocks to household income, whether arising from global
or domestic recession. Households whose debt carries mostly floating interest rates are
vulnerable to rising interest rates. Increases in debt servicing costs result in a reduction in
disposable income, and hence, consumption. Financial shocks to income can lead to
consumption volatility which can have short run and long-run effects on household welfare.

A household is said to be vulnerable to future loss if welfare falls below socially accepted
norms caused by risky events such as short or long term economic crisis. Moser and Holland
(1997) define risk as “the insecurity of the well-being of individuals, households, or
communities in the face of a changing environment.” Household risk and economic
vulnerability status are determined by a combination of circumstances that include
capabilities, prospects for earning a living, and deprivation or exclusion of help (Smelser and
Lipset, 2005; Loughhead and Mittai, 2000; and Narayan et al. 2000). The degree of risk
depends on the characteristics of the risk and the household’s ability to respond to risk. The
latter depends on household characteristics, especially their asset base such as their
savings, property ownership and occupation, among others. The asset base, in turn, can be
affected by the level of education, marital status and number of children in a household (Mok
et. al. 2007).

For the poor, financial shocks can trigger food insecurity in the short run, while in the long run
it can result in destitution, landlessness, irreversible malnutrition, and termination of school
(Heltberg and Lund, 2009). The poor are more often exposed to risky events (Sharma et al.
2000) and they also have less access to assets that can be used to manage risk (Devereux,
1999; Sharma et al. 2000). Uninsured risk may also induce households to engage in low-
return activities which may hamper households to grow their incomes and escape poverty.

Financial stress and financial wellness may also have an effect on productivity. Delafrooz et
al. (2010) define financial stress as the negative feelings about and reactions to one’s own
financial situation, while financial wellness is the level of financial health, which includes
satisfaction with material and non-material aspects of one’s financial situation, perception of
financial stability including adequacy of financial resources, and the objective amount of
material and non-material financial resources that each individual possesses. They found
that financial stress negatively affect job performance, while financial wellness is a positive
factor in job performance.

In Malaysia, as in many other economies, household debt has been on an upward trend and
at a relatively fast pace and has been the fastest growing segment of total credit for Malaysia
(see Figures 1-3). The debt service ratio far exceeded the 30 percent acceptable level in
recent years, and Malaysia household debt as a percentage of disposable income surpassed
U.S.A, Korea and the neighboring countries in 2009. The number of bankruptcies cases has
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also risen in tandem with household debt, from 13,238 cases in 2007 to 19,167 in 2011.% Due
to the relatively fast pace and upward trend in household debt, micro level information on
households is crucial to provide an in-depth examination of the current Malaysian urban
households’ vulnerabilities and risks.
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! http://mww.insolvensi.gov.my/images/stories/statbank0912eng.pdf. Accessed on March 22, 2013.
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Figure 3: Household debt for selected countries 2009 (as a % of disposable income)

This paper studies these issues using recent household data which was obtained from a
strictly random process where the selection of households was determined entirely by the
Department of Statistics, Malaysia. To date, there has not been any study that provides
current comprehensive data and information on Malaysian household activities and behavior.
This paper analyzes households’ perception of risk, their capacity to bear risk, and their
coping strategies. It also evaluates the urban household financial fragility in dealing with
small or large shocks and provides an estimate of asset poverty which can be used to
assess the ability of urban households to cope with a major financial shock. The study also
examines if there are dissimilarities across households of different ethnic groups in Malaysia.
The findings would provide a better understanding of the issue and will be beneficial to policy
makers to develop appropriate measures to be implemented in a timely manner to contain
the financial risks faced by households.

2. SAMPLE AND METHOD

The selection of sample was restricted to households in Klang Valley? to represent the urban
population of Malaysia. To ensure randomness and representativeness, the selection of the
sample was strictly determined by the Department of Statistic (DOS) Malaysia using its 2010
Census sampling frame. Klang Valley comprises of five administrative districts and each
district is divided into enumeration blocks, and each enumeration block consists of 80 to 120
living quarters or households. Based on a margin of error of 0.06, an expected response rate
of 80 percent, and design effect of 2,° the number of enumeration blocks from each
administrative district was determined proportionately. From each selected enumeration
block, households were randomly selected, resulting in a sample size of 672 households.

Four sets of identical questionnaires were prepared in 3 different languages — Malay,
English, Chinese/Malay and Chinese/English — to cater to the different ethnic groups in

2 Klang Valley is an area in Malaysia comprising of its capital Kuala Lumpur and its suburbs, and adjoining cities
and towns in the state of Selangor.

® As cluster sampling is utilized, the sample is not as varied as it would be in a simple random sampling. The
selection of an additional member from the same cluster adds less information than would a completely
independent selection. The design effect measures this loss of effectiveness, which is computed as the ratio of
the actual variance under the sample method actually used to the variance computed under the assumption of
simple random sampling. Thus, a design effect of 2 implies that the sample variance is 2 times bigger than it
would be if the survey were based on the same sample size but selected using simple random sampling.
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Malaysia. The selected households were either interviewed, or given the questionnaire for
them to complete on their own. The data collection was conducted in June to October 2012,
in which the response rate was 69.8 percent. For this study, the sample was restricted to
those who were either Malay, Chinese or Indian, which are the three main ethnic groups in
Malaysia.* The sample description is given in Table 1.

Table 1: Sample description

Malay Chinese Indian Total

[262] [142] [47]  [451]

Position in head of household 101 65 27 193
household

(39.00) (45.77) (57.45) (43.08)

spouse/partner 86 30 14 130

(33.20) (21.12) (29.79) (29.02)

other 72 47 6 125

(27.80) (33.10) (12.77) (27.90)

Main wage no 122 70 19 211

earner of

household? (46.92) (49.65) (40.43) (47.10)

yes 138 71 28 237

(53.08) (50.35) (59.57) (52.90)

Marital status  married/living together 185 100 42 327

(70.61) (70.42) (89.36) (72.51)

separated/divorced/widowed 12 11 0 23

(4.58) (7.75) (0.00) (5.10)

never married 65 31 5 101

(24.81) (21.83) (10.64) (22.39)

Gender female 108 50 15 173

(41.54) (35.46) (31.91) (38.62)

male 152 91 32 275

(58.46) (64.54) (68.09) (61.38)

Highest level of  secondary education or below 104 57 23 184
education

completed (39.69) (40.14) (48.94) (40.80)

vocational/college diploma 77 33 10 120

(29.39) (23.24) (21.28) (26.61)

bachelor's/professional degree 72 43 13 128

(27.48) (30.28) (27.66) (28.38)

master's degree/PhD 9 9 1 19

(3.44) (6.34) (2.13) (4.21)

* The population estimates for 2011 are 54.65% Malay, 24.33% Chinese, 7.30% Indians and 13.73% others, out
of the total Malaysian citizens population (Malaysia, 2011). Klang Valley Malaysian population in 2010 was made
up of 49.56% Malay, 36.72%
(http://www.statistics.gov.my/portal/index.php?option=com_content&view=article&id=1354
&ltemid=111&lang=en) [Accessed March 22, 2013].
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Table 1 (continued)

Malay Chinese Indian Total

[262] [142] [47] [451]

Household less than RM1,500 36 6 7 49
‘;:’(;L‘iﬂltygmss (13.85) (4.26) (15.22)  (10.96)
income RM1,500 to < RM2,500 40 7 8 55
(15.38) (4.96) (17.39)  (12.30)

RM2,500 to < RM4,000 70 15 16 101

(26.92) (10.64) (34.78)  (22.60)

RM4,000 to < RM6,000 55 30 3 88

(21.15) (21.28) (6.52)  (19.69)

RM6,000 to < RM8,000 22 15 4 41

(8.5) (10.6) (8.7) (9.2)

RM8,000 or more 37 68 8 113

(14.23) (48.23) (17.39)  (25.28)

Household RM3,000 to < RMS5,000 39 6 8 53
oument total (15.00) (4.29) (17.39)  (11.88)
RMS5,000 to < RM40,000 66 13 7 86

(25.38) (9.29) (15.22)  (19.28)

RM40,000 to < RM300,000 107 43 19 169

(41.15) (30.71) (41.30)  (37.89)

RM300,000 to < RM800,000 41 54 8 103

(15.77) (38.57) (17.39)  (23.09)

RM800,000 or more 7 24 4 35

(2.69) (17.14) (8.70)  (7.85)

Age <=24 42 23 3 68
(16.60) (16.79) (6.98)  (15.70)

25-34 79 39 15 133

(31.23) (28.47) (34.88)  (30.72)

35-49 74 46 17 137

(29.25) (33.58) (39.53)  (31.64)

50-59 43 19 7 69

(17.00) (13.87) (16.28)  (15.94)

60+ 15 10 1 26

(5.93) (7.30) (2.33)  (6.00)

Notes: (.) percentage and [.] number of respondents

The sample households are made up of 58.1 percent Malay, 31.5 percent Chinese and 10.4
percent Indian, which are somewhat comparable to the population percentages. Majority of
the respondents are the head of the household, and they are also the main wage earner (the
person with the highest income in the household). Education levels and age distribution are
not markedly different across ethnic groups. However, variations can be observed in
household income and wealth. The bottom 40 percent of Malay and Indian households are
earning less than RM4000 a month, while for the Chinese, it is RM6,000 a month. The
disparity is more distinct for household wealth in which more than 40 percent and 32 percent
of the Malay and Indian households, respectively, have wealth less than RM40,000.
However, only about 13.6 percent of Chinese households have wealth below RM 40,000. In
fact, more than 55 percent of Chinese households have at least RM300,000 worth of
household wealth.
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3. FINDINGS
3.1. Households’ perception of risk

In determining perception of risk, households were asked to rate the likelihood, on a scale of
1(very unlikely) to 10 (very likely), that they might need to come up with RM2,000 for an
unexpected expense in the next month. The amount of RM2000° is to represent a small
financial shock which can be, for instance, an unexpected cost of car or household repair, or
small medical costs.

The results, as given in Table 2, shows that the households’ overall mean rating score is
more than 5, and Malay urban households perceived themselves as more likely to be
exposed to financial shocks, than Chinese and Indian households. These differences in
mean values are significant at 5 percent. Further analysis on the households’ rating of the
likelihood of having an unexpected expense of RM2,000, either using least squares or
ordinal logistic regressions indicate that Malay households perceive the likelihood of an
unexpected expenditure to be higher than others, even after controlling for socio-economic
factors (See Table 3).

Table 2: Households’ perception of risk and vulnerability to shocks

Malay Chinese Indian Total
;lléigT:cid_OI;avmg to come up with RM2,000, on 6.03 5.42 5.09 574
#months HH can survive if income cut-off 8.12 12.41 11.97 9.87
%HH can survive < 3mths if income cut-off 26.8% 15.9% 22.2% 22.9%
%HH not able to come up with RM5,000 10.8% 2.8% 19.2% 9.2%
%HH not able to come up with RM10,000 28.8% 7.1% 31.9% 22.3%

Table 3: Regressions of households’ perception, and capacity to handle risk

Perception of Risk # months of survival
OoLS Ordinal logistic OLS

Estimate s.e. Estimate s.e. Estimate S.e.
(Constant) 3.98** 0.79 -6.34 3.58
Male -0.14 0.25 -0.09 0.18 1.94 1.14
Highest level of education
completed 0.23 0.13 0.17 0.10 1.11 0.61
HH gross monthly income 0.12* 0.06 0.09* 0.04 0.15 0.26
HH total wealth 0.03 0.06 0.03 0.04 0.73** 0.26
Age 0.02 0.01 0.01 0.01 0.12* 0.05
% children in HH -0.01 0.01 -0.01 0.00 0.02 0.03
# HH members -0.01 0.06 -0.01 0.04 -0.40 0.27
Chinese -1.09** 0.29 -0.81** 0.21 1.27 1.32
Indian -1.03* 0.41 -0.81** 0.30 2.27 1.86
R-square 0.078 0.117
Pseudo-R-square (Cox and Snell) 0.083

®> RM2000 is equivalent to approximately USD645.
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3.2. Household vulnerability to shocks: capacity to handle risk

For the measurement of vulnerability of households to shocks, the research focuses on two
aspects. Firstly, the households were asked how long they will be able to survive with their
basic needs if their income is suddenly cut-off. Secondly, households were asked how
confident they were of coming up with RM2,000 for an unexpected expense on their own.®
Households were also asked if they are able to come up with RM5000 and RM10,000,’
respectively, from any source at all if an unexpected need arises within the next month.
These amounts are chosen to represent medium and large financial shocks.

The results, as presented in Table 2, show that Malay households are the most vulnerable, in
which the average number of months they can survived with basic necessities if their income
is cut-off is 8.12 months. This is significantly much lower than that of Chinese households (at
1 percent level) and Indian households (at 5 percent level), which are 12.41 and 11.97
months, respectively. There is no significant difference between Chinese and Indian
households. Additionally, Malay households have the highest level of asset poverty, with
more than a quarter of the households can only survive on basic necessities for less than 3
months.®2 The percentages are lower for Indian households (22.2%), and much lower for
Chinese households (15.9%). Regression results, as shown in Table 3, indicate that the
differences are due to the different levels of wealth of the households. Controlling for this
factor, and other socio-economics variables, there are no significant differences across
ethnic groups.

About 10.8 percent of Malay households are not able to raise RM5,000 from any source if
they were to face with this unexpected expense, and 28.8 percent of them will not able to do
so if the amount is RM10,000. Indian households are in a worse position, with about 19.2
percent, and 31.9 percent not able to obtain RM5000, and RM10,000 from any source.
Chinese households, on the other hand, are in a more comfortable situation in which more
than 92 percent of them are able to raise RM10,000 from some source. With regards to
small risks, 6.2% of the households were not able to endure a small financial shock as they
were certain that they could not raise RM2000 if the unexpected need arises.

3.3. Household vulnerability to shocks: Coping strategies

Table 4 summarizes the findings on the various sources used by households to raise the
fund needed for unexpected financial expenses. Thirteen sources of funds were listed® and
these sources were grouped into six main options: (i) saving; (i) social networks; (iii)
traditional credit; (iv) alternative credit; (v) work more; and (vi) sell possessions.

Households will resort to using their own savings or cutting down daily expenditure, or turn to
family and friends in coping with financial shocks. The study finds variation across
households of different ethnicity. Compared to Chinese households, the Malays are more

® The response options to the question are: (i) | am certain | could come up with the RM2,000; (ii) | could probably
come up with the RM2,000; (iii) | could probably not able to come up with the RM,2000; and (iv) | am certain |
could not raise the RM2000.

! RM5,000 is approximate USD1600 and RM10,000 is about USD3,215.

® This is a measure of asset poverty, in which a household is not able to survive on basic necessities for at least 3
months if the household income is cut-off.

® The sources are: (i) use savings; (i) borrow or ask help from family; (iii) borrow or ask help from friends; (iv)
borrow from unlicensed money lender/loan shark; (v) take out a personal loan from a bank/financial institution; (vi)
use credit cards; (vii) liquidate or sell investments; (viii) work overtime, get a second job, or another member of
household would work longer or go to work; (ix) pawn as asset; (x) sell things | owned, except home; (xi) sell
home; (xii) cut down on daily expenses; and (xiii) other.
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likely to rely on alternative credit, either by pawning their assets or borrow from loan shark to
cover unexpected small financial expenses. Malay households also will resort to working
more to get the funds for any level of unexpected expenditures. In addition, they are less
likely to rely on family and friends to deal with large financial shocks.

Malay households rely on relatively more sources to obtain funds for small financial shocks,
but utilize fewer sources for large shocks. This finding indicates that Malay households do
not have enough of their own funds and have to use several other sources to meet even
small shocks. For a large shock, they have fewer sources, and less funds in meeting these
unexpected financial needs.
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Table 4: Risk-coping strategies: Unexpected expenses of RM2000, RM5000 and RM10000

RM2,000

RM5,000

RM10,000

Malay Chinese Indian

Malay Chinese Indian

Malay Chinese Indian

Savings-own savings, sell investment or cut

down on daily expenses

85.1% 83.1% 85.1%

68.3% 81.6% 55.3%

Malay, Indian < Chinese

47.3% 72.3% 51.1%

Malay, Indian < Chinese

Social networks-borrow from family or

friends

37.4% 40.1% 48.9%

46.7% 48.2% 40.4%

29.6% 46.8% 34.0%

Malay < Chinese

Traditional credit-loan from bank or use

13.4% 16.9% 21.3%

22.4% 21.3% 23.4%

34.2% 27.7% 21.3%

credit card
Alternative credit-borrow from loan shark or 5.3% 1.4% 2.1% 7.3% 3.5% 6.4% 7.0% 7.1% 8.5%
pawn owned asset .
Malay > Chinese
Work more 20.2% 4.2% 4.3% 16.6% 4.3% 6.4% 14.4% 7.1% 6.4%

Malay > Indian, Chinese

Malay > Indian, Chinese

Malay > Chinese

Sell possessions 2.7% 0.7% 0.0% 6.9% 0.7% 0.0% 6.2% 5.7% 4.3%
Malay > Indian, Chinese
Mean number of sources utilized 1.64 1.46 1.62 1.68 1.60 1.32 1.38 1.67 1.26

Malay > Chinese

Malay > Indian

Malay, Indian < Chinese
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4. DISCUSSION AND CONCLUSION

This study uses recent household data which was obtained from a strictly random process to
examine the vulnerability of Malaysian households in facing financial shocks and their
capacity to bear the risk. The results indicate Malay households, which form the majority of
the urban population, are the most vulnerable and have lower risk-bearing capacities.
Although they perceive the likelihood of facing financial shocks to be higher than others, are
less able to cope with a major financial shock compared to Chinese and to a certain extent,
Indian households.

The higher levels of vulnerability in Malay households can be attributed to them having lower
levels of wealth, making them more exposed to any form of financial shock, whether small or
large. It is of concern when more than a quarter of the Malay households cannot survive at
least three months if their income is cut-off. Additionally, not only are they not having their
own funds, they have fewer sources to obtain these funds when faced with a relatively large
financial shock.

In order to mitigate this phenomenon, programs must be designed to assist households to
manage their income, to save and invest to protect themselves against any form of risk.
These programs must effectively improve households’ financial capability and capacity, and
they have to be structured in ways that take into account the different levels of wealth,
attitudes, aptitudes and ethnic backgrounds. Free consultation regarding financial products
available in the market and making wise financial investment should be provided to low-
income households. Household debt must be constantly monitored to ensure that it is
sustainable, and safety measures must be put in place to protect households and the
economy when faced with a crisis, either globally or locally.
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Abstract: An efficient supply chain management embedded with latest technology is the key
for the success of any global organization. While the efficiency of the managers throughout
the supply chain is not to be under estimated, it has been proved time and again that those
managers who adopt or even create technology to enhance their supply chain operations
have achieved outstanding results. The invention of internet and following IT technologies
has been the foundation for the evolution of supply chain management. The aim of this study
is to review major technologies that emerged to facilitate supply chain management. Among
some of the significant technologies that retailers around the globe use for their business
processes are Enterprise Resource Planning (ERP), Warehouse Management System
(WMS), Transportation Management System (TMS) and Automatic Identification and Data
Collection (AIDC). Some customer based technologies in use are Vendor-Managed
Inventory (VMI), Point of Sale (POS) and Collaborative Planning, Forecasting and
Replenishment (CPFR), etc. The recent developments in RFID technologies have opened
doors for major applications in the field of SCM. This paper will consider few impact making
technologies and discuss their applications, benefits and how they sustained the challenges
of SCM.

Keywords: Supply Chain Management, Technology, Supply Chain Efficiency
1. INTRODUCTION

In simple words supply chain management (SCM) can be defined as the “combination of art
and science that goes into improving the way your company finds the raw components it
needs to make a product or service and deliver it to customers” (Waligum, 2008). A leading
association of operations management, APICS in its dictionary defines SCM as the “design,
planning, execution, control, and monitoring of supply chain activities with the objective of
creating net value, building a competitive infrastructure, leveraging worldwide logistics,
synchronizing supply with demand and measuring performance globally”. The latter definition
includes crucial elements that are engraved with the success of supply chain such as
competitive infrastructure and logistics. This elaborated definition signifies the need of using
existing or developing new technology to build an efficient supply chain.

SCM stages spans through the supplier's supplier, direct suppliers, manufacturers,
distributors, retailers and customers. Between these stages the movement and storage of
raw materials, work-in-process inventory, and finished goods from point of origin to point of
consumption is handled through a coordinated effort from all parties. It is obvious that the
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success of any supply chain thus relies on the efficiency at the operational levels of each
stage as well as thorough coordination in terms of sharing information. Such a need of high-
level coordination invites the use of sophisticated technologies to make peerless integration
of process and data exchange.

The emergence of globalization has created international businesses that operate all over
the world increasing the physical distance between the various stages of supply chain. On
the other hand, it also opened markets for new vendors and new markets that are the
terminal anchors of any supply chain. E-commerce plays a vital role in keeping these
terminals intact by allowing the organization to exchange crucial data in a time efficient
manner, which significantly reduces the processing times between different stages. However,
it is quite challenging to make the data exchange between different stages efficient including
optimizing upstream and downstream logistics. Several technologies thus evolved and many
gave birth to newer technologies to cater the challenges that emerged in the quest of making
the supply chain efficient and responsive.

The objective of SCM is to maximize the overall value added and is measured as supply
chain surplus, defined as the difference between the customer value and the supply chain
cost (Chopra and Meindl, 2007). Pore (2012) proposed six ultimate objectives of supply
chain that included factors other than maximizing overall value generated. The other
objectives are to find foundations for revenue and cost, refill of materials or products when
needed, optimizing cost quality, improving response time to shorten time to order and finding
a better way to reach market faster. The accomplishment of these objectives can only be
enhanced by using the right technology in the right place. The purpose of this paper is two
folds, one to review the technologies that had an impact on SCM and discuss the key
features that sustained the challenges of SCM and the other is to address the challenges of
emerging technologies that facilitate achieving the major objectives of SCM.

The paper will cover fundamental concepts in SCM including the supply-chain objective, the
ideology of supply-chain components, the three flows, and the cycles involved in supply-
chain in section 2. Section 3 will present the technologies used in coordinating the supply-
chain from macro processes point of view which involves supplier relationship management,
customer relationship management, and internal supply chain management. A literature
review of the technologies utilized by SCM is then presented in section4. In section 5,
selected technologies will be discussed that had an impact on the SCM and sustained the
challenges evolved with the growing demands of the organizations. Summary and future
recommendation will be provided in section 6.

2. SUPPLY CHAIN MANAGEMENT IN BRIEF

To understand the challenges of SCM it is now imperative to study the major components of
SCM which shape supply-chain stages, namely; supplier, manufacturer, distributor, retailer
and consumer. Supply-chain components are planning, sourcing, making, delivering, and
returning. As per Rouse (2010), there are three flows in supply chain management. They are
product flow, information flow, and funds (or financing) flow. A good management of those
flows triggers the success of the supply-chain for the reason that each has its importance in
enhancing profitability and overall productivity. The product flow embrace the set of actions
that handle products and service transportation from suppliers to customers, as well as any
reverse movement of goods and services. The information flow includes conveying orders to
consumers and updating the condition of the transmission. The funds flow is composed of
credit terms, imbursement scheduling, and shipment and designation ownership. Later on,
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those flows will be mentioned intentionally or unintentionally through the paper, as it is
obvious that they need to be managed by a technology.

3. SUPPLY-CHAIN TECHNOLOGICAL MACRO PROCESSES

Technology plays a crucial role in all aspects of SCM ranging from the supply-chain
objectives, supply-chain components and flows, and ending up with supply-chain stages and
cycles. A clear picture can be obtained by understanding the three main macro processes
that aid in classifying the technological aspects of supply-chain management.

As per to Chopra and Meindl (2007), technology macro processes of SCM are Supplier
Relationship Management, Customer Relationship Management, and Internal Supply-Chain
Management. An excellent coordination between these processes may lead to excellence in
overall supply-chain performance. In addition, to coordinate among these macro processes,
major organizations use Enterprise Resource Planning (ERP) systems (will be discussed
later in Section 5.1). Some of the popular ERP systems used by large organizations are
SAP, Oracle, PeopleSoft, JD Edwards, and Baan.

3.1. Supplier relationship management

Abbreviated as SRM, it is the regulation in tactically setting up, and controlling, every
interaction that occur with a third party company that supply products and services to another
firm to maximize the end result of those deals. The primary goal of SRM is to rationalize and
produce value out of the processes between a company and its suppliers. SRM is a platform
that initiates closer, more cohesive relationships among vital suppliers to explore and
recognize new value and reduce risk. Use of appropriate SRM software can thus facilitate
effective communication between a firm and its suppliers and utilize diverse business
practices and terminology leading to lower manufacturing costs and higher quality.
Manugistics, PeopleSoft, SAP, and many other software companies provide SRM solutions.
With the latest technologies, coordination with suppliers is made more easy and smooth than
before. Good SRM software provides solution to issues related to obtaining goods and
services, controlling inventory, and handling materials. The major tasks accomplished among
others are design collaboration, sourcing, negotiating, purchasing and supply collaboration.

3.2. Customer relationship management

Abbreviated as CRM, it includes a firm’s interactions with consumers, and clients. Using
technology in CRM enables automation, organization, and synchronization of business
processes that facilitates sales activities, along with marketing and customer services.

Since customers of big organizations are usually in vast numbers, it is inevitable to use
automated software to communicate with customers to cater their needs. For example,
Amazon.com with the most huge respiratory of customers developed and customized a
system that enabled them to send emails to each customer with the customized promotions.
They also use RFID tags to track information from their customers (discussed in details in
section 5.2). Some of the common tasks that are done in CRM include marketing, selling,
order management and call/service center.

3.3. Internal supply chain management

In SRM and CRM, we covered the macro processes with external interactions that involve
greater risk. However, Internal Supply Chain Management (ISCM) is also crucial and is
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concerned with internal operations or any organization. It involves all tasks related to
planning, and gratifying a consumer order. With the help of right tools, ISCM can provide
important and related information easily accessible, efficient inventory management, and
efficient utilization of funds. The regular tasks ISCM among others include strategic planning,
demand planning, supply planning, fulfilment and field service.

4. REVIEW OF TECHNOLOGIES

A trend analysis is now presented to determine the observations of various researchers
about the technologies supporting supply-chain management. The period of study is focused
from year 2001 to 2012 as this was the prime period when the technologies started to play a
major role and ever since are continuously evolving to integrate supply chain process.

Kumar (2001) highlighted some facts about emerging technologies. He observed that any
manager did not want a product or service to be just delivered to the destined consignee.
Rather he/she wants to make sure that a product is installed properly, consumer is educated
about the product usage, product is maintained and repaired when needed, and customers
made the most value out of the offered product and rendered service. To ensure all that,
Kumar hinted to use the emerging technologies that included Enterprise Resource Planning
(ERP), and the advanced version of it, the extended ERP. Kumar believed that ERP
systems, executive information systems, and decision support systems, will be key players to
achieve cost efficiencies and organizational effectiveness. Above that, he also emphasized
the use of Advanced Planning Systems (APS). However, in the modern days, APS is
integrated as part of the ERP systems.

We will depart from year 2001 and hoop down into year 2003 where Singh (2003) had
different observations. Singh was allocating a great portion of attention towards the
development of software, optimization, constraint programming, and artificial intelligence.
The observations of Singh were based on supply-chain managers’ ideas to transfer
information and raw data into information and knowledge that can be used for operations. He
further added that various forms of supply chain management applications are among the
enabling technologies transforming how business markets operate. Singh highlighted about
the emerging Automatic Data Capture (ADC) that is capable of handling bar code scanning,
voice recognition, and radio frequency data capture (RFDC). However, RFID was then
considered the most pumping technology. The only fact that stopped the use of RFID at that
time was its high cost.

Singh also led the attention towards another important budding technology for the supply-
chain field, which is Artificial Intelligence (Al). Singh confirmed that Al techniques have been
put to use in multiple segments of the supply chain and has its critical benefit in affording the
best basis for solving complex supply-chain problems. Al does that by neural networking,
clustering, and classification techniques that enable the Al to offer intelligent decision-making
data and online analytical processing. Companies such as IBM, Congos, SAS, Oracle, and
SPSS can implant the Al as per Singh.

Leaving year 2003 to move ahead and examine what was grasping distinct researchers’
attention in the consecutive years 2005 and 2006. Massive numbers of authors were jotting
down all their thoughts and researches about the Radio Frequency ldentification (RFID)
technology. In year 2005, Angeles mentioned that RFID had the potential of closing some of
the information gaps in the supply chain, especially in retailing and logistics, and further
added that, as a mobile technology, RFID can enable ‘process freedoms’ and real-time
visibility into supply chains. We can observe how RFID was seen as supply-chain’s most

44



10th EBES Conference Proceedings

advanced technology. Loebbecke (2005) also stated that RFID has gained enormous
attention in various industry sectors, the media, and in academic research. Loebbecke
confirmed what Angeles and others mentioned about RFID’s huge surge trend lately. As a
matter of fact, Loebbecke emphasized on RFID application on retailer, while Angeles was
determined to cover RFID as of retailing and logistics and still RFID has its importance in
different operational areas in supply-chain.

RFID sustained its significance and remained the talk of the year in year 2006. Wamba et al
(2006) concluded that RFID and EPC (Electronic Product Code) were the enablers to provide
intelligent B2B e-Commerce supply chain management. From those sources, we can assure
that RFID can give elucidation to many problems in the supply chain.

After years 2005 and 2006, we now advance to cover the following successive years 2007,
2008, and 2009. Harrington (2007) gathered the most promising technologies in supply-
chain. She mentioned five, which were RFID, multi-enterprise visibility systems, people
enabling software, execution-driven planning solutions, and human supply chain technology.
From different reports, it seems obvious that RFID has maintained itself as the most
essential technology; yet, the focus is more on RFID’s problems and challenges. Viehland
and Wong (2007) found number of issues that have to be resolved in terms of RFID's future
and implementation. Failure to address these issues could result in failure of an RFID
implementation, which results in a waste of significant resources and potential loss of
strategic opportunities. Additional the same year, Niederman et al (2007) had the same
understanding of RFID issues and stated that the key issue in implementing such a system
will be developing appropriate business rules, particularly for handling new exceptions that
arise from having the increased amount of data generated from RFID implementations. They
also observed that of RFID could serve various types of applications that include retailing
(Wal-Mart), and politics (U.S. Department of Defense).

Year 2008 and 2009 had new emphasis on RFID. Anne et al (2008) were concerned about a
very important concept in technology that is advancing rapidly in regards to supply-chain,
which is self-organized Supply-Chain Networks (SCN). According to them SCNs are offering
an alternative as they enjoy the flexibility needed to respond in real time. Furthermore, a
collaborative research project was conducted from Auckland University in year 2008 that
examined the technologies that will be emerging for the future for supply-chain. The research
presented by Soon (2008) focused on the oil industry and short listed four very rapid up-and-
coming technologies which are RFID, GPS (Global Positioning Systems), AIDC (Automatic
Identification and Data Capture), and OCR (Optical Character Recognition).

As year 2009 arrived, writers wanted to get out of the regular domain of RFID and
concentrate on different frameworks in RFID functionality. De Virgilio et al (2008) demanded
a new structure towards the concept of incremental aggregation of RFID data that has a
significant impact in strategic decision-making and hence, enhance overall supply-chain
performance. Further, Dai (2009) introduced the new concept of cloud computing as in
information technology which can play a vital role in supply chain management. He adhered
to relate it to small and medium sized businesses of supply-chain management and how it
can help in developing virtual information systems. Year 2009 had another look from Xie
(2009) where he made a study on retailers and the emerging technologies and he listed his
top four, which are RFID, EDI, POS (Point of Sales), and DM (Data Mining).

Lately, the booming talk remains mostly on two vital topics regarding technology in supply-

chain. It roams around RFID, again, and the hot topic of e-government and its affect when
integrating it to a supply-chain business. Year 2010 shed the light on RFID through Mo and
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Lorchirachoonkul (2010) where they had a new idea that was to develop an easy channel for
third party service providers to stay in touch with their customers and suppliers. Other than
that, Chen et al (2011) had their insight to use the SCN with the e-government ideology. This
was to end all the government needed documentation and approvals in easier manner which
reduces cost and enhance responsiveness time.

5. EMERGING TECHNOLOGIES IN SUPPLY-CHAIN MANAGEMENT

As seen in the previous section, several technologies evolved to assist coordination of
activities in supply chain, and there were a selected few who actually made an impact overall
on the way of performing business in global market. Among all those technologies, it can be
concluded that two of them made a major impact and sustained the challenges of supply
chain coordination in growing international business, which are ERP systems and RFID
technology. These technologies and their characteristics will now be discussed.

5.1. ERP systems

The Enterprise Resource Planning system (ERP) integrates internal and external
management information of a whole organization, containing finance/accounting,
manufacturing, sales and services, customer relationship management (CRM), etc. The ERP
systems are automated via software applications such as SAP system, Oracle, and
peopleSoft. The system works on controlling the workflow of business processes across an
organization to avoid duplication of data.

Supply-chain management can be optimized by using ERP systems. Let us take an example
to comprehend it. In Saudi Aramco, they deal with thousands of suppliers on daily basis for
procuring small and large commodities. With the use of their powerful SAP system (an ERP
system), they do not have to contact each supplier personally to share the forecasts, orders,
and other information needed by a supplier. Ideally, the system will automate those types of
processes and will make it consistent amongst the whole supply-chain. Information flow and
product flow along all supply-chain stages will be recognized by all stages as required.

It is clear that there is an excessive need to have visible customer demand that is up-to-date.
Suppliers need demand information and feedback from customer to prepare commodities to
be supplied. Manufacturers need information of supply chain inventories, manufacturing
planning, scheduling, and collect customer demographics. Distributors and retailers need
information about deadlines of handing finished goods, customer demand from different
regional areas, and inventory levels. Finally, customers need information concerning quality
of product or service, dates of releasing those products, and post information used for
retaining and maintenance purposes. From all stages, we can see how it is vital to have a
platftorm as ERP systems to unify information, specially, if the supply-chain is stretched
globally like Saudi Aramco’s oil and services supply-chain. It can thus be inferred that the
ultimate need for an ERP system is emphasized in collecting, analyzing, and sharing
information up to global margins.

Caruso (2009) stated, “An integrated ERP system can help manufacturers achieve the
efficient and effective use of their manufacturing assets and provide customers with the
visibility they need’. He further added, “an ERP system can provide a powerful opportunity
for many manufacturers to gain critical insight and competitive advantage by taking them
beyond simply managing internal business processes”. There are the four main aspects
through which an ERP system enhances the supply-chain performance.
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a.

Initiate improved consumer insight and communication: The main idea is to create a
strong relationship with consumers. To do that, you need to listen to them carefully and
comprehend their desires. This needs to find a way to reach them without consumers
noticing this move. Therefore, ERP system will help find these vital pieces of information
from supply-chain systems, sales, marketing, customer service, and other functional
areas that all can be found within a unified ERP integrated system. The information
acquired from the system helps in answering different questions and reach optimal
strategic and planning decisions.

Accomplish international visibility in a demand driven supply-chain: In a rapid
growing world in all types of industry issues, one must look after best cost management.
Cost management is optimized through inventory investment and excellence in customer
service. All supply-chain stages must be in full knowledge where inventory is located
across the supply-chain. This can be made easily with the use of a superior ERP system.
For instance, in the manufacturing stage, producers must be aware of when and where
inventory is needed. It helps them to construct a better schedule for manufacturing and
resupply to produce what is required for shipments.

In another context, inventory and product availability are key information that
consumers need and with the use of an ERP system, this can be done easily. For
example, Aramex-ShopAndShip, a logistics service provider firm that has to provide
services on daily basis to more than 35,000 customers in just one Saudi Arabian city.
They provide each customer with every single update that occurs to the shipment, like
when the shipment has been shipped, its destination, its condition, shipment price, and
other vital information that concerns the consumer, etc. It looks complex, yet again, with
the use of an efficient ERP system and RFID (discussed in section 5-2), it becomes
simple and easy.

Lean manufacturing, global sourcing, and supplier integration: The main objective
of supply-chain management is to increase profitability, which demands cost cutting.
Caruso (2009) mentioned that this could be achieved by applying lean manufacturing
practices and connecting to the best suppliers on a global basis. He confirmed that the
current generation of integrated ERP systems includes the processes and capabilities to
help ensure lean operation, including the need for real-time production data exchange
with suppliers.

Managing for higher performance: Managers understand how linking between
measurement and performance is inextricable. Creating metrics, key performance
indicators (KPIs), and benchmarking do help managers avoid major issues in their daily
operations. The key element in achieving all these is to access data in real time, which is
done efficiently by any integrated ERP system. ERP systems include business analytics
that allow managers to put a standard metrics all over the firm’s structure to monitor
production and profitability. In effect, ERP systems preserve affording processed
information to all employees from different managerial levels helping them to make
speedy and quality decision.

To elaborate, an ERP system integrates data, standardize processes, and initiate some sort
of visibility to the worldwide supply-chain. An ERP system presents an easy pathway to cut
costs, improve overall speed, and enhance transparency that in turn effect customer
satisfaction and, therefore, organizational profitability. In other means, ERP systems in these
days do act as a leveler for today’s expanding supply-chain.

5.2. Radio frequency identification (RFID)

RFID is an abbreviation for the Radio Frequency Identification. RFID was first used by the
British Royal Air Force to recognize aircraft in World War 2 (Asif and Mandviwalla, 2005).
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Later, in the 1960’s, the RFID entered the market as a tracking solution. Throughout the next
twenty years, applications were developed to support the RFID. Massachusetts Institute of
Technology (MIT) in year 1998 succeeded in developing the RFID after being concerned
tracking and identifying objects.

The ultimate idea behind RFID mechanism settles on recognizing objects by utilizing radio
frequency transmission. RFID can recognize, track, classify, or discover a huge array of
objects. RFID interactions are active when a reader collides with an RFID tag. In an identical
system, RFID tags are attached automatically to objects. Each tag holds separate
information like distinguished ID, and object details. Once a tag passes through a reader,
information is sent to the assigned recipient. The only drawback that was affecting the use of
RFID’s is its low capacity of data. In the modern data, scientists are coming up with RFID’s
that takes massive volumes of data that can be easily used with ERP systems.

GaoRFID (2012) provides vital concepts about RFID and describes the benefits of RFID. It
states, “Every year, according to an expert cited by the Federal Trade Commission,
American merchants lose as much as $300 billion (US) in revenues because they've lost
track of goods somewhere on the journey between factory and store shelf’. Among other
concerns of professionals managing the supply chain are improving the productivity in
transporting goods and securing the source of goods, which can now be dealt by installing
RFID solutions. In general, RFID benefits are emphasized in cost reduction, increased sales,
and enhanced productivity and asset utilization (Aqua MCG, 2008). Tzeng et al (2008)
presented an in-depth analysis to understand the business value components an
organization can derive from adopting radio RFID. They presented five case studies of
Taiwan health care industry and argued there was no reason why these concepts cannot be
applied in other industries.

RFID is finding applications in a variety of industries, some of them as examples are
presented below.

¢ RFID in retail: A big example of this industry is Wal-Mart that is considered the first to
adopt the RFID. By the use of RFID tags, it gave them a bargaining power over the
suppliers. In fact, this helped them reduce costs. In this industry, RFID helps in
inventory management where it gives clear visibility at all times in the inventory and
store. Moreover, it improves customer service where consumers can know location of
demanded product and see if it is available. In addition, it enables a greater level of
security by the surveillance RFID integrated monitors.

o RFID in Defense: RFID development was the talk-of-the-talk in the US, specifically in
US Department of Defense. They utilized it in the initial stages to differentiate
between the national aircrafts and the enemy via tagging them. With time, all started
to have the same idea and an issue was recognized. Recently, RFID in defense is
mostly to have more secured inventory management, visibility, and for logistics.

¢ RFID in Pharmaceutical and Healthcare Industry: In this industry, RFID is to tag to
each item from different levels, which include small packs and bottles of medication.
RFID is also used in this industry to limit counterfeit and product returns cases for
better service. In the healthcare side, they use RFID to track costly equipment and
machines.

The popularity of RFID is growing rapidly and is finding new and amazing applications in

variety of industries that include among many others, sports and fitness, hospitality, travel
and transportation, environment, safety and security, networking, education and arts.
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6. CONCLUSION

Despite the size and type of any company, a special attention is always needed to its supply
chain and it is supporting technologies to maximize overall supply chain surplus. Technology
provides a basis for eliminating or reducing unwanted costs, making processes executed
more efficiently, and taking care of automatic routines. This paper provided a review of
technologies that evolved in recent years and how they adapted to the challenges of
business in the global environment. Among many known technologies that assisted supply
chain management it was inferred that the most prominent of them all were the ERP systems
and RFID technology. A powerful ERP system that would integrate data, produce standards
for processes, and create a visibility toward global supply chain control, along with excellent
execution of RFID solutions, will crystallize a firm’s supply chain activities. This in turn, will
help in achieving the organizational objectives of supply chain; enhance supply chain
efficiency and responsiveness. Technologies will keep evolving to cater the challenges of
supply chain management and some may revolutionize the whole supply chain management
approach. It would also be interesting to see is how the existing technologies adapt to new
business challenges.
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Abstract: This empirical study examines the bribery problem in Kuwaiti public administration,
its conception, magnitude, reasons, and its consequences. The study is a field research
which is based on a random sample consisted of (600) people from various spheres of life in
society. Study findings have shown that bribery in Kuwaiti administration is widespread and
increasing, transcends nationality, gender, position, education level, and agencies in Kuwait
which requires paying attention to what kind of measures need to be taken to eradicate it.
Recommendations are suggested on ways how to eradicate this problem in order not to
become a phenomenon.
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1. INTRODUCTION

Bribery is a very well-known problem which faces various communities, especially in the
developing countries. The present study examines this problem especially bribery practices
of government officials in providing illegal services and decisions in exchange of personal
gains. The main objective of the study is to identify magnitude, causes, consequences of
bribery in Kuwaiti administration, and what can be done to eradicate this problem. The study
is divided into four main parts. The first part is the introduction. The second part provides a
theoretical framework. The third part outlines the methodology and statistical methods used.
The fourth part states the study results in term of magnitude, forms, reasons, and
consequences of bribery in Kuwaiti administration. The last part provides conclusions and
recommendations.

2. THEORITICAL FRAMEWORK

Bribery as a form of corruption faces many countries in the world regardless of political
systems, or development levels. It is prevalent practice in government departments and
private companies, under various forms to the extent that it is considered by most employees
a part of their income (Jaine, 2001). Some researchers estimate bribes12% of GDP in
countries like Nigeria, Venezuela, and Kenya (Nwabuzor, 2005). Bribery takes various forms
such as taking/giving someone money or benefit as an exchange of illegal decisions. With
regard to causes of bribery, many factors contribute to bribery such as weak adherence to
religious and social values, ineffective oversight and accountability over government officials,
lack of equal opportunities, and poverty and bad social conditions.

As far as the expected results of bribery, many negative consequences at the individual and
social levels such as (Lambsdorff, 2003; Meon and Weill; Caselli, 2005):
e Disrupting social values: Bribery can lead to increasing public tolerance/acceptance
of bribery which will be at the expense of public interest and can weaken institutional
and national loyalty, which is harmful for society.
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e Corrupting business environment as people will be obliged to pay bribes in order to
get access to services which will be to the detriment of community development.

o Wasting public resources through employing unqualified people which can result in
losing talented people, low productivity, and sacrifice public interest for the benefit of
some influential groups. It is not hard to imagine negative consequences when
bribery reaches all sectors such as food, public utilities, construction and similar
areas where wrong administrative decisions can be taken (Aidt, 2003).

Several measures can be taken to reduce the negative expected outcomes of bribery. Some
of these measures are:

e Promoting transparency in government as a means to reduce the exacerbation of
bribery as transparency sheds light on illegal practices of influential people and on
employees who are involved in bribery. Some efforts in this regard have been
adopted by transparency organizations on the international and national levels which
carried out valuable studies on the problem, and on monitoring bribery-related issues
(Transparency International, and national branches of the organization in many
countries, including Kuwait)..

e Carrying awareness campaigns through various educational institutions, including
religious institutions to eradicate bribery and explain its negative aspects on society.
Enhancing the role of various controlling political and judiciary agencies to oversight
and take deterrent measures against those involved in bribery cases.

3. THE FIELD STUDY

In order to achieve study objectives a random sample consists of (600) people was chosen
from Kuwaiti society which represent government officials, private sector employees,
university students, retirees, and business people. A pilot study on a sample of (30)
individuals represent all groups has been conducted at the outset to make sure of the clarity
of the research tool and its consistency. The Cronbach coefficient was (0.78) for all questions
in the questionnaire which is consistent with the statistical standards. The second step which
took place in April 2012, was distributing questionnaires. A total number of (465) of
completed questionnaires were analyzed which represent (77.5%) of the sample size. The
distribution of the sample is shown in Table 1 where males constituted (59.8%),females
(40.2%). According to age groups, (25-40 years) were (40.4%), less than 25 years (30.1%),
and (29.1%) 41 years and more. Government employees constituted(21.7 %) of the sample,
employees in the private sector (22.8%), university students (17%), retirees (22.4%), and
self-employed (16.1%).With regard to nationality (73.1%) of respondents were Kuwaitis
and(26.9%)non-Kuwaitis.

In order to analyze study results, the statistical package (SPSS, Version 20) was used to

calculate frequencies, percentages, means, standard deviations, one Way Analysis of
Variance. Besides that, qualitative analysis of open questions was conducted.
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Table 1: Distribution of the study sample

Variable Frequency %
1. ldentity
Government Employees 101 21.7
Private company employees 106 22.8
University students 79 17
Retirees 104 22
Self-employed (Business People) 75 16.1
2. Age Group
Less than 25 Years 140 30.1
25- 40 Years 188 40.4
41 Years and more 137 29.5
3. Education
Secondary 74 15.9
2 Years College 97 20.9
First University Degree 241 51.8
Graduate Study 53 41.4
4. Gender
Male 278 59.8
Female 17.8 40.2
5. Nationality
Kuwaiti 340 73.1
Non-Kuwaiti 215 26.9
Total 465 100
4. FINDINGS

4.1. The Concept of bribery

The first four questions in the questionnaire focused on the concept of bribery. The analysis
shows that an average statistical mean of responses to the first question if employees asked
for or received bribery in exchange of illegal services was (3.75) points on Likert’s five points
scale as shown in Table 2,This result reflects a high level of consensus among respondents
on the conception of bribery.

Table 2: Means and standard deviations of responses regarding conception of bribery

Question No. Mean Standard Deviation
1 3.75 1.350
2 3.22 1.336
3 3.31 1.361
4 2.96 1.333
General Mean 3.31

4.2. Magnitude of bribery

With regard to magnitude of bribery in Kuwaiti administration, responses to questions in this
regard indicate as shown in Table 3 that (32.3%) of respondents believe that bribery is
prevalent at a level of 10-20%, (26%) more than 20%, and (24.1%) 10-20%, (13.3%) 1-5%,
and (4.3%), less than 1%.These results mean that bribery is a common practice in Kuwaiti
public administration. This conclusion is substantiated by responses to question no. 6 with
regard to the bribery practices in the public sector in comparison with the private sector. As
Table (4) shows that means on likert’s scale with regard to bribery in the government sector
is higher than the private sector (3.91), higher among employees at higher levels (3.54), local
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business people are more aggressive in giving bribes (3.55) in comparison with foreigners
(3.40). With regard to gender, results show that male employees take bribes (3.46) more
than their female colleagues (2.56). Moreover, study results show that bribery is a common
practice in Kuwaiti administration (3.60), Kuwaitis and non-Kuwaitis take bribes (4.14) and
bribery is higher for non-Kuwaitis (2.56) than the Kuwaitis (2.32), though the mean of their
belief that the state is serious in eradicating bribery is only (2.99) points.

Table 3: The level of involvement in bribery

Degree of Involvement Frequency %
Less than 1% 20 4.3
1- Less than 5% 62 13.3
5 Less than 10% 112 24.1
10 - Less than 20% 150 32.3
20% and More 121 26
Total 465 100

Table 4: Areas and forms of bribery practices

Q. No. Means S.D.

6 Bribery is practiced more in the public sector than the 3.91 0.986
private sector

7 Bribery increases among higher administrative levels rather 3.54 1.133
than lower levels

8 Local Business people who give bribes to employees 3.55 0.948

9 Foreign Business People present bribes to employees 3.40 1.011

10 Male employees receive bribes more than female 3.46 1.023
employees

11 Kuwaiti employees receive bribes 2.32 0.993

12 Non Kuwaiti employees receive bribes 2.56 1.149

13 Kuwaiti and non Kuwaiti employees receive bribes 4.13 0.902

14 Bribery is a common practice in government agencies 3.60 1.044

15 Bribery increases in Kuwaiti administration 271 1.054

16 Bribery decreases in Kuwaiti administration 3.54 0.980

17 The Kuwaiti State is very serious in eradicating bribery 2.99 1.276

General Mean 3.31

On Likert's five points scale, means of respondents’ approval that Kuwaiti employees take
bribes were (2.32), non-Kuwaiti employees (2.56), and all employees (4.13).. These findings
show conclusively public acceptance of bribery and non-Kuwaitis are more receptive to
bribery than Kuwaiti employees. Moreover, it is obvious that bribery is prevalent in all
government agencies with a mean of (3.60). This conclusion is substantiated as the mean of
respondents’ approval that bribery is common in Kuwaiti administration was (2.71) points.
With regard to the seriousness of government in fighting bribery, the study shows a mean of
(2.99) which reflects public skepticism of the seriousness of the state in this regard.

4.3. Consequences of bribery

Study results reveal that bribery has many implications and can lead to great negative
impacts on society, which are in a descending order, as shown in Table 5 as follows
e Corrupting work environment
Disrespect of public law
Hurting the image of government institutions
Sacrificing people’s rights
Weakening institutional loyalty

55



10th EBES Conference Proceedings

e Poor corporate performance
e Weakening sense of citizenship

Table 5: Consequences of bribery

Q. No. Consequences Mean S.D.
26 Poor corporate performance 4.4989 0.66994
27 Corrupting work Environment 4.6215 0.61129
28 Weakening institutional loyalty 4.5075 0.74020
29 Hurting the image of government institutions 4.5699 0.70707
30 Weakening sense of citizenship 4.3957 0.82940
31 Loss of citizens' rights 4.5570 0.72922
32 Disrespect of public law 4.6172 0.68207

General Mean 4.53

High means of respondents’ approval of negative consequences of bribery reflects strong
public belief how harmful bribery can be on society on all fronts which necessitates serious
efforts to eradicate this phenomenon. The above mentioned results with regard to the four
researched dimensions of bribery reveal, as shown in Table (6), are compatible as the
overall statistical means were (3.31) for conception, (3.33) magnitude, (4.00) reasons, and
(4.53) consequences of bribery on Likert’s five points scale.

Table 6: Means and standard deviations of the various dimensions of bribery

Bribery Dimensions Conception Magnitude Reasons Consequences
Mean 3.31 3.33 4.00 4.53
S.D. 0.965 0.451 0.568 0.527

4.4. Government employees engaged in bribery

Study results show in a descending order public officials who take bribes work, as shown in
the Table 7, in the following government agencies Customs and Tax Administrations,
Ministry of Interior, Ministry of Municipality, Ministry of Finance and related departments,
Department of Prisons, Departments of Real Estate, Department of Tenders and
Procurement practices, Ministry of Education and related Institutions, Judiciary /
Prosecution, and Ministry of Information and related Departments

Table 7: Frequencies and percentages of respondents regarding government
Employees who take bribes

Rank Government Agency Frequency %
1 Customs and tax Agencies 367 78.9
2 Ministry of Interior 366 78.7
3 Ministry of Municipality 365 78.5
4 Departments of Purchase, Tenders, and Practices 360 77.4
5 Ministry of Finance 359 77.2
6 Department of Prisons 357 76.8
7 Department of Real estate Registration 354 76.1
8 Ministry of Education 351 75.5
9 Judiciary, Prosecutors 347 74.6

10 Media Institutions 345 74.2
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4.5. Admitting bribery practices

Study results as shown in Table (8) show that (14.8%) of respondents admit that they paid
bribes to employees, (78.7%) never paid bribes, and (6.5%) did not answer the question.
These results indicate that bribery is a common practice in Kuwaiti administration.

Table 8: Admitting paying bribes

Engagements in Bribe Number %
Paid Bribes 69 14.8
Did not Pay Bribes 366 78.7
No Answer 30 6.5
Total 465 100

4.6. Ways of Knowing about bribery

Study results, as shown in Table(9),indicate that (12.7%) of respondents mention that
government officials demanded bribe, (40.9%) knew about bribes from others, and (3.1%)
took the initiative to pay bribes to facilitate their transactions, and (43%) did not know about
bribery.

Table 9: Ways of knowing about bribes

How knew that | have to Pay Bribes Number %
From Employees 61 13.1
From Ordinary People 190 40.9
By Myself 14 3.0
Did not Pay Bribe 200 43.0
Total 465 100

With regard to the amounts paid as bribes, study results, as shown in Table (10), reveal that
(4.5%) of respondents mentioned that they paid less 10 KD, (1.7%), (10-20 KD), (6.9%) (20-
50) KD, and (7.7%) more than (50) KD. Findings show that (7.7%) of respondents paid more
than (50 d. K), and(6.9%) paid (20-50) KD.

Table 10: Amounts of bribes

Amount in KD Number %
Did not Pay 366 78.7
Less than 10 KDs 22 4.7
10- Less than 20 KDs 9 1.9
20 — Less than 50 KDs 32 6.9
50 KDs or more 36 7.7
Total 465 100

With respect to previous knowledge of those who paid bribes that this is unlawful and
constitutes a crime, the study, as shown in Table(11),indicates that (77.8%) of respondents
knew that bribery is illegal, ( 9.9%) did not know that bribery is illegal, and (12.3%) did not
answer the question.

Table 11: Previous knowledge that bribe is lllegal

Knowing that Bribe is illegal Number %
Know 362 77.8
Do not know 46 9.9
Not sure 57 12.3
Total 465 100
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Study findings show that (77.8%) of respondents knew that paying bribe is a crime but
nevertheless paid bribes which reflect social tolerance of bribery.

4.7. Reasons for Bribery

With regard to reasons of bribery in Kuwaiti administration, the study identifies as shown in
Table (12), many reasons which are, in a descending order, Lack of religious faith, weak
control, Greed, Lack of legal penalties, Complication of procedures and red tape, Social
tolerance of bribery, Lack of legal Education, and Low income.

Table 12: Reasons of bribery

Q. No. Reason Mean S.D.
18 Weak of Control 4.3677 0.80692
19 Lack of Legal Penalties 4.1355 0.99834
20 Low Income 3.6323 1.19095
21 Greed 4.1548 0.88187
22 Social Tolerance of Bribery 3.6968 1.14681
23 Lack of adherence to religious values 4.4882 0.82287
24 Lack of Legal Education 3.6946 1.14718
25 Complicated Procedures and Red 3.8860 1.16427

Tape
General Mean 2,98

4.8. Bribery and personal characteristics

In order to see relationships between bribery and personal characteristics correlation
analysis was conducted. The analysis revealed as Table 13 shows weak positive
relationships between gender, magnitude, reasons and negative relationships with
conception and effect of bribery.

To examine whether bribery varies with personal characteristics, ONE WAY ANOVA was
conducted. As shown in Table 15, the conception of bribery only varies at a statistically
significant level among respondents according to gender but not its magnitude, reasons, or
consequences.
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Table 13: Correlation of concept, magnitude, reasons, effect of bribery and personal
characteristics

Conception Magnitude REASONS EFFECT
Gender
Pearson Correlation -0.120 0.033 0.016 -0.003
Sig. (2-tailed) 0.010 0.475 0.731 0.948
N 465 465 465 465
Age
Pearson Correlation 0.094 0.000 -0.011 0.018
Sig. (2-tailed) 0.042 0.993 0.814 0.693
N 465 465 465 465
Education
Pearson Correlation 0.118 0.038 0.070 0.133
Sig. (2-tailed) 0.011 0.417 0.134 0.004
N 465 465 465 465
Workplace
Pearson Correlation -0.010 0.030 0.169" 0.085
Sig. (2-tailed) 0.824 0.518 0.000 0.068
N 465 465 465 465
Nationality
Pearson Correlation -0.053 -0.049 -0.110 -0.014
Sig. (2-tailed) 0.252 0.293 0.018 0.757
N 465 465 465 465

*Correlation is significant at the 0.01 level (2-tailed)

**Correlation is significant at the 0.05 Level (2-tailed)

In order to see relationships between administrative levels, gender and bribery, a correlation analysis was
conducted. The analysis revealed as Table(14) shows, positive relationship (0.1 *) between conception of
bribery and administrative level, and insignificant positive relationship (0.028) between bribery and gender.

Table 14: Correlations between conception of bribery, administrative level and gender

Conception of Bribery Correlation Coefficient
0.100 Pearson Correlation
0.032 Sig. (2-tailed)
465 N
Gender
0.028 Pearson Correlation
0.546 Sig. (2-tailed)
465 N

*, Correlation is significant at the 0.05 level (2-tailed)
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Table 15: One way variance of perception, magnitude, causes, and consequences of
bribery according to gender

Sum of Df Mean F Sig.
Squares Square
Between Groups 6.216 1 6.216 6.747 *0.010
Conception Within Groups 426.506 463 0.921
Total 432.721 464
Between Groups 0.105 1 0.105 0.511 0.475
Magnitude Within Groups 94.661 463 0.204
Total 94.765 464
Between Groups 0.038 1 0.038 0.118 0.731
Causes Within Groups 150.033 463 0.324
Total 150.071 464
Between Groups 0.001 1 0.001 0.004 0.948
Consequences Within Groups 129.242 463 0.279
Total 129.243 464

* Statistically significant at the level of significance (0.05)

With regard to respondents' views towards bribery with regard to age, study results, as
shown in Table 16, reveal no variation at any statistically significant level in conception,
magnitude, reasons, or consequences of bribery.

Table 16: One way variance of conception, magnitude, causes, and consequences
of bribery according to age

Sum of Df Mean F Sig.
Squares Square
Between Groups 3.947 2 1.973 2.126 0.120
Conception Within Groups 428.774 462 0.928
Total 432.721 464
Between Groups 0.054 2 0.027 0.133 0.876
Magnitude Within Groups 94.711 462 0.205
Total 94.765 464
Between Groups 0.259 2 0.130 0.399 0.671
Causes Within Groups 149.812 462 0.324
Total 150.071 464
Between Groups 0.060 2 0.030 0.107 0.899
Consequence Within Groups 129.183 462 0.280
Total 129.243 464

* Statistically significant at the level of significance (0.05)

As far as respondents' views of bribery due to level of education, study results, as shown in
Table 17, indicate that responses vary at a statistically significant level with regard to
conception and consequences but not to magnitude and causes of bribery.

With respect to respondents' views of bribery due to type of agency, study results, as shown

in Table 18, indicate variations at statistically significant levels with regard to conception and
causes but not to magnitude and consequences of bribery.

60



10th EBES Conference Proceedings

Table 17: One way variance of conception, magnitude, causes, and consequences
of bribery according to education

Sum of Df Mean F Sig.
Squares Square
Between Groups 12.570 3 4.190 4597  *0.003
Conception Within Groups 420.151 461 0.911
Total 432.721 464
Between Groups 0.281 3 0.094 457 0.712
Magnitude Within Groups 94.484 461 0.205
Total 94.765 464
Between Groups 1.151 3 0.384 1.188 0.314
Reasons Within Groups 148.920 461 0.323
Total 150.071 464
Between Groups 2.427 3 0.809 2940  *0.033
Consequences Within Groups 126.817 461 0.275
Total 129.243 464

* Statistically significant at the level of significance (0.05)

Table 18: One way variance of conception, magnitude, causes, and consequences of
bribery according to agency

Sum of Df Mean F Sig.
Squares Square
Between Groups 10.003 4 2.501 2.721 *0.029
Conception Within Groups 422.718 460 0.919
Total 432.721 464
Between Groups 0.211 4 0.053 .256 0.906
Magnitude Within Groups 94.555 460 0.206
Total 94.765 464
Between Groups 4.816 4 1.204 3.813 *0.005
Causes Within Groups 145.255 460 0.316
Total 150.071 464
Between Groups 2.080 4 0.520 1.881 0.113
Consequences Within Groups 127.163 460 0.276
Total 129.243 464

* Statistically significant at the level of significance (0.05)
With regard to variations in respondents' views of bribery due to nationality, study results, as

shown in Table(19), show that respondent's views vary at statistically significant levels only in
magnitude but not in conception, causes, or consequences of bribery.
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Table 19: One way variance of perception, magnitude, causes, and consequences of
bribery according to nationality

Sum of Df Mean F Sig.
Squares Square
Between Groups 1.228 1 1.228 1.318 0.252
Conception Within Groups 431.493 463 0.932
Total 432.721 464
Between Groups 0.227 1 0.227 1.110 0.293
Magnitude Within Groups 94.539 463 0.204
Total 94.765 464
Between Groups 1.813 1 1.813 5.663 *0.018
Causes Within Groups 148.258 463 0.320
Total 150.071 464
Between Groups .027 1 0.027 0.096 0.757
Consequences Within Groups 129.216 463 0.279
Total 129.243 464

* Statistically significant at the level of significance (0.05)
5. CONCLUSIONS AND RECOMMENDATIONS
5.1. Conception and magnitude of bribery in Kuwaiti administration

As it was shown in Table 6, there is common conception of bribery (3.31), its magnitude
(3.33), causes (4.0), and consequences (4.53). Moreover, (21.3%) of respondents agree
that bribery as an illegal practice means that government officials benefit and make personal
gains from people in exchange of favors or services they provide to them.

There is consensus among respondents that bribery is more widespread in the government
sector than the case in the private sector due to the discretionary powers which public
servants enjoy which tempt them to use for personal interests by accepting bribes. Moreover,
study results show that bribery is practiced by both local and foreign businessmen. This
conclusion is substantiated by a positive correlation (0.10*) at a statistically significant level
between employees' administrative level and engagement in bribery.

Study results show that (13.8%) of respondents think that bribery is widespread in all
government agencies and (12.2%) think it is increasing, (56.6%) of think that non Kuwaitis
take bribes. Moreover, study results show that (17.6%) of respondents think that bribery
practices in Kuwaiti society range form (10-20%) , (58.3%) 1 - less than 5%, and (24.1%) 5-
10%. Study findings show that (36.1%) of respondents think that the state is not serious
enough in fighting bribery, and (27.1%) did not have a clear opinion on the subject.

5.2. Causes of bribery

As far as reasons of bribery in Kuwaiti administration, study findings show in a descending
order several causes which are Lack of adherence to religious values, Weak control, Greed,
Lack of Legal Penalties, Complication of work procedures, Social Tolerance of bribery, Lack
of Legal Education, and Low Income.

5.3. Consequences of bribery

Study results show low level of public awareness in society of the negative consequences
of bribery on society as only (1.1%) of respondents think that bribery weakens institutional
performance of government institutions, (1%) think that bribery spoils work environment
and decrease institutional loyalty, (2.1%) bribery distorts government's image and weakens
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sense of national belonging, (2.4%) think it sacrifices public interest and private rights, and
(2.1%) think its contributes to the dissemination of a culture of disrespect for the law.

5.4. Which government agencies are engaged in bribery

Study findings show categories of employees which were involved in bribery practices.
These categories which are in different types of government agencies are Departments of
Customs and Tax, Ministry of Interior, Ministry of Municipality, Ministry of Financial and
related departments, Department of Prisons, Department of Real Estate, Department of
Tenders and Procurement Practices, Ministry of Education, Judiciary / Prosecution
departments, and Ministry of Information and related departments.

5.5. Ways of knowing about bribery

Study results show that 12.7% of respondents mention that employees asked them directly
to pay bribes, (40.9%) knew from others that they need to pay bribes, (3.1%) reported that
they themselves offered employees bribes to facilitate their transactions, and (43%) did not
go through the experience of bribery. With regard to amounts paid as bribes, study results
showed that (4.5%) of respondents mentioned that they paid less than ten KD, (1.7%) (10-20
KD), (6.9%) (20-50) KD, and (7.7%) paid more than (50) KD. This shows that the largest
percentage of those who paid a bribe (7.7%) paid more than (50 KD), followed respectively
(6.9%) by those who paid (20-50) KDs.

5. 6. Knowledge of illegality of bribery

Study results show that (77.8%) of respondents mention that they knew that bribery is a
crime punishable by law, (9.9%) did not know that it was a crime, and (12.3%) did not
respond. These results show that Kuwaiti society tolerates bribery and does not see it a
serious problem.

5.7. Personal characteristics and bribery

With regard to the relationships between personal variables and bribery, study findings show
that respondents view on bribery do not vary due to gender but only in its conception. This
might be explained by prevailing cultural norms which make men have more access to
bribery practices than women. Likewise, variations at statistical significant levels were found
in respondents' views only on the conception and consequences but not on magnitude and
causes of bribery according to education level. This can be explained as highly educated
respondents are more aware of bribery practices and its negative results on society than less
educated employee. As far as nationality is concerned, study results show that respondent's
views vary at statistically significant levels only in their view of magnitude of bribery but not in
its conception, causes, or consequences. This might be explained because Kuwaitis have
more access to information regarding bribery practices than non-Kuwaitis.

6. Conclusion and Recommendations

In the light of study findings, some recommendations can be suggested. Government
agencies have to exert intensive efforts to raise public awareness of the seriousness of
bribery and its negative repercussions on society. Such efforts are of prime importance at a
time where Arab countries face social and political unrest which represent the most serious
manifestations against corruption, injustice, inequity and bribery which come on top list of
slogans in demonstrations against governments. The role of media and religious institutions
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are of prime importance in this regard as the study shows social tolerance of bribery and lack
of adherence to religious values.

It is important to hold a national conference on the problem of bribery in Kuwait to shed light
on this problem them and discuss way to eradicate this serious problem. Conducting training
programs, seminars, workshops which focus on bribery as a crime and its adverse effects on
the image of the government and its employees and on society at large are necessary. This
is important in view of study findings of positive relationship between administrative level and
bribery, which hold top administration a special responsibility to address this problem.

It may be important to reconsider salary scales for non-Kuwaitis as study findings show that
56.6% of respondents mention that non Kuwaitis take bribe and one reason for this is low
income. It is illogical to discriminate in salaries paid for the same job as this might be taken
as justifications for taking bribes.

Government agencies must simplify procedures, prepare and distribute brochures to service
recipients stating their access rights to services, and specify documents, conditions, and time
needed for getting the service, and what they can do in the event of a delay of service. This
would reduce people's resort to pay bribes to get services. This is important because study
findings show that people's ignorance of their rights besides complicated procedures come in
the third and fourth ranks as reasons for paying bribes.

Reconsideration of legislations which relate to the penalties for bribery and tightening
sanctions, as study findings show that despite the majority of employees learned that
receiving bribery is illegal but nevertheless they take bribes. This explains the lack of
deterrent penalties which came in fifth place as one of the reasons of bribery. Tightening
internal and external government control and lawful penalties for employees who take bribes
because study findings show that the weak oversight comes as the sixth cause of bribery.
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Abstract: From June 2008 to June 2012, Credit risk management in Italy was characterized
by frequent and intense quarterly contractions and expansions around the mean of the
nominal total credit used by non-financial corporations. Such fluctuations are frequently
ascribed to exogenous Basel Il procyclical effects on credit flow into the economy and,
consequently, Basel Ill output-based point-in-time Credit/GDP countercyclical buffering. We
have tested the opposite null hypotheses that such variation is correlated to actual default
rates, and that such correlation is explained by fluctuations of credit supply around a steady
state. We have found that, between June 2008 — and June 2012 (n=17), linear regression of
credit growth rates on default rates revealed a negative correlation and that credit supply
fluctuated steadily around the default rate with a Steady State Parameter SSP=.00245 with
¥x2=.3747. We conclude that credit risk management in Italy has been effective in
parameterising the credit supply variation to default rates within the Basel Il operating
framework. Basel Il prospective countercyclical point-in-time output buffers based on filtered
Credit/GDP ratios and dynamic provisioning proposals should take into account this
underlying steady state statistics pattern.

Keywords: Frequent Cyclical Fluctuations, Credit Growth Rate, Default Rate, Retrospective
Forecasting, Steady State Function, Cyclical Sensitivity Parameter

1. BACKGROUND

Credit risk management has become one of the most relevant topics both for financial
institutions and for scholars. Credit risk models have evolved from subjective analysis to
accounting-based credit-scoring systems and measures of credit risk and risk concentration
(Altman and Saunders, 1998) and their effects on capital allocation and shareholders’ value
in banking assessed (Resti and Sironi 2012).

The European Commission with the Credit Risk Directives (CRD I, Il and 1ll) and Banking
Authorities with Basel Accords on minimum capital requirements and countercyclical buffers
(Basel Il and IIl) are still carrying out a long process of formalization of credit risk
management methods and guidelines in order to diffuse a culture of common rules at the
continental level.
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Monitoring, data collecting and analysis of economic and financial cyclicality is coordinated in
the EU by Eurostat, with cyclical indicators® such as the Business Climate Indicator (BCI), the
OECD Composite Leading Indicators (CLI), the Ifo Economic Climate Indicator, the DZ
Euroland, the IARC, IESR and E-Coin published quarterly by Eurostatistics.

Eurostat has developed and implemented a set of guidelines for the statistical analysis of
cyclical fluctuations (2003) and modern statistical tools (Sigma 2009) to which we will refer in
full®.

As far as banks’ regulatory capital is concerned, procyclicality, and the potential effects of
capital requirements standards on the flow of credit into the economy, have been addressed
by the Basel Il Committee and ltaly’s Central Bank (Banca d'ltalia)® which recommended to
use long term data horizons to estimate probabilities of default (PD)*, to introduce a downturn
loss-given-default (LGD) estimate® and to introduce expected long-run loss rates (EL) in
AIRB methods®. Basel Il accords require own estimates of PD and LGD to be no less than
the long-run default-weighted average loss rate given default calculated based on the
average economic loss of all observed defaults within the data source for that type of facility’.
Coherently, the introduction of point-in-time output buffers based on a Hodrick-Prescott filter
of the macroeconomic Credit-to-GDP gap® to reduce procyclicality during periods of
excessive credit growth and promote countercyclical dampening during periods of
contraction is among the main goals of the ongoing Basel IIl reform®.

Specifically Italy is characterized by the enduring effects of the 2007-09 financial crisis in
terms of actual and prospective negative GDP growth (-2.4% in 2012; -0.2% in 2013),
growing sovereign Debt (22,000 b€) and a growing Debt/GDP ratio (=1.25) ratio® In the
period June 2008 — June 2012, the volume of outstanding loan facilities is characterized by
frequent (frequency=0.5 cycles/year) and intense (peak amplitude: mean=39.2 b€; s.e.=2.83
b€) quarterly cyclical fluctuations™ in the minima to maxima'® interval around the mean
(915.4 b€; s.e.=3.59 b€) of the nominal total credit used by non-financial corporations®
(Exhibit 1 — A - Magnified Box).

! Eurostatistics 12/2012: 9-14

% Eurostat (2003); 3.2

® Banca d'ltalia (2006), New regulations for the prudential supervision of banks - Circular letter no. 263 -
December 27, 2006 (Nuove disposizioni di vigilanza prudenziale per le banche - Circolare n. 263 del 27 dicembre
2006)

“ See BCBS 2006, sub-sections 472, 502, 503, 504.

® See BCBS 2006, sub-section 468

® See BCBS 2006, sub-section 367 and Table 6 page 236

’ See BCBS 2006, sub-section 468

® See BCBS 2010a, pages 8-14

° See BCBS 2010a, page 1

' MINEF, Document of Economics and Finance 2012, II: analysis document and public finance trends
ngocumento di Economia e Finanza 2012, II: Documento di analisi e tendenze di finanza pubblica)

If a period is the duration of 1 cycle, the frequency is the number of cycles per period. The amplitude is the
minima and maxima absolute values of the cycle. In our case: period=2 years, then frequency=1/2=0.5
cycles/year. In physical notation, to which we refer in this paper, a cycle has 4 Phases: dy/dx>0 dzy/dx2>0,
dy/dx>0 d?y/dx?<0, dy/dx<0 d?y/dx*<0, dy/dx<0 d?y/dx*>0, 1 minimum dy/dx=0 d®y/dx*>0 and 1 maximum dy/dx=0
d y/dx2<0. The phase period is equal to the cycle period/4.

2 a discrete distribution a maximum is determined when y(©)>y(t-1) and y(t)>y(t+1), a minimum when y(t)<y(t-1)
and y(t)<y(t+1) and a steady state when y(t)=y(t-1) and/or y(t)=y(t+1).

Italy Central Bank, Statistical Bulletin 111-2012, Information on Customer and Risk, Default Rates For Loan
Facilities And Borrowers, TDB30486: Quarterly default rates for loan facilities - Distribution By Customer Sector
Of Economic Activity And Total Credit Used: Non-financial Corporations - Reporting Institutions: Banks, Financial
Companies And Other Institutions Reporting To The Ccr.
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The conflicting effects of cyclicality on the tradeoff between stability and timeliness in
predicting probabilities of default and recovery rates have been analyzed by Altman, Brady,
Sironi and Resti (2005), who observe that banks tend to react to short-term evidence
therefore regulation should encourage the use of long-term average rates in AIRB systems.
In Italy linear long-term predictions due to the frequent cyclical waveform fluctuation are
statistically significant (y=y and dy/dx=dy/dx) only every 8 quarters (4 phases, 2 years).

Altman and Rijiken (2005) observe that agencies delay the timing of through the cycle rating
migration estimates by 0.56 years at the downside and 0.79 years at the upside. This
signifies that in Italy, with a phase period of 0.5 years, as we will see, in a period of economic
downturn, agency ratings are systematically one phase late through the cycle.

Jarrow et al. (1997) provide a discrete time-homogeneous Markov chain transition matrix for
the term structure of credit risk spreads which assumes a time step of one year. In ltaly in the
period 2008-2012 this time step corresponds to two phases of the cycle (1 year), rendering
the assumption of time-homogeneity during such time step not statistically acceptable.

Gordy and Howells (2004) observe that credit risk adjusted portfolio management is based
on time-homogeneous Markov transition processes, which are based on ex-ante probabilities
of default which register all expected variation in the rating variables and register all ex-post
variation as unexpected. Frequent cyclicality would systematically alter the ratio between
unexpected and expected variation. Repullo et al. (2008, 2009, 2011) observe that higher
buffers in expansions are insufficient to prevent a significant contraction in the supply of
credit at the arrival of a recession, which in Italy has occurred in the period 2008-2012 every
year.

Sironi and Resti (2012) observe that a modification of the current IFRS 39 concept of
incurred loss with a principle of fair value and amortized cost could further increase the
procyclicality of banks’ credit policies. In Italy, 0.5-year phases render misleading through-
the-cycle quarterly and half year estimates of fair values.

2. RESEARCH QUESTIONS AND METHODS
In this paper we have asked two research questions:

Q1 - is there a statistically significant linear relationship linking credit output fluctuations to
default rates in the period June 2008 — June 2012? We argue that if such a linear
relationship does exist or, in other words, if variation in credit supply is satisfactorily
explained by independent variation in the default rates then, given the a priori postulate that
exogenous macro-conditions, such as the business cycle, do affect default rates and Basel |l
minimum capital requirements do have procyclical effects, then such exogenous effects are
satisfactorily transformed by the endogenous relationship between credit and default rates,
as it should be according to operating Basel Il Accords. In other words, if the relationship is
linear (d®y/dx*=0) it is not procyclical (d*y/dx*#0);

Q2 - given that Q1 linear relationship does exist, can we formulate a null hypothesis
regarding the causes of such relationship which can be statistically analyzed and tested? In
particular we will test the hypothesis that credit supply variation systematically converges to a
steady state, i.e. credit supply is systematically increased or decreased in order to achieve
credit steady state at a certain level.

We have analyzed lItaly’s Central Bank Statistical Bulletin’s quarterly default rates for loan

67



10th EBES Conference Proceedings

facilities (credit used) in the period March 1996 — June 2012: Information on customer and
risk, default rates for loan facilities and borrowers (TDB30486); Quarterly default rates for
loan facilities; Distribution by customer sector of economic activity and total credit used: Non-
financial corporations; Reporting institutions: Banks, financial companies and other
institutions reporting to the Central Credit Registrar.

Coherently, we have defined:

ABD = Adjusted bad debts refer to the total loan exposure of borrowers who, for the first time
in the reference quarter, meet one of the total loans outstanding when a borrower is reported
to the central credit register: a) as a bad debt by the only bank that disbursed credit; b) as a
bad debt by one bank and as having an overshoot by the only other bank exposed; c) as a
bad debt by one bank and the amount of the bad debt is at least 70% of its exposure towards
the banking system or as having overshoots equal to or more than 10% of its total loans
outstanding; d) as a bad debt by at least two banks for amounts equal to or more than 10%
of its total loans outstanding;

TCU = the amount of total credit used by all the borrowers covered by the central credit
register and not classified as adjusted bad debtors at the end of the previous quarter. The
TCU does not include the credits that, in the given quarter, have been transferred to
institutions not reporting to the central credit register;

d = The default rate of loan facilities in a given guarter is represented by the ratio between
the amount of total credit used by borrowers who become adjusted bad debtors (ABD) during
the quarter in question and the amount of credit used by all the borrowers covered by the
central credit register and not classified as adjusted bad debtors at the end of the previous
guarter (TCU);

L = Loans refer to loans disbursed by banks to non-banks calculated at face value (until
September 2008 at book value) gross of adjustment items and net of repayments. The
aggregate includes mortgage loans, current account overdrafts, loans secured by pledge of
salaries, credit card advances, discounting of annuities, personal loans, leasing (from
December 2008 according to the ias17 definition), factoring, other financial investments (e.g.
commercial paper, bill portfolio, pledge loans, loans granted from funds administered for third
parties), bad debts and unpaid and protested own bills. the aggregate is net of repurchase
agreements and, since December 2008, net of stock exchange repos and gross of
correspondent current accounts. performing loans.

We have analyzed data with a modified Bayesian technique called “Retrospective
Forecasting” utilized by Shaman and Karspeck (2012a , 2012b) to predict flu epidemics in
New York City on the basis of fluctuating outcomes. The technique assumes retrospectively
perfect knowledge of future parameters i.e., the posterior parameters and other state
variables are reset to an initial distribution before commencing each reiterative forecast form
the present into the past (Backward Calculation)'* which, as we will see, will determine, in
our case, the Cyclical Sensitivity Parameter C (little sigma) of the system. Consequently
under the hypotheses of the statistical model, we assume that a credit manager at time t had
perfect information of period f,+n default rates and we will test the goodness of fit of the
Steady State Function and the sensitivity to cyclicality of credit supply through an estimate of
the parameter C (little sigma) with a Chi-Square Test.

! See also Backward Calculation in Eurostat (2003); 3.2
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We have assumed an LGD=1; the hypothesis is reasonable in the framework of the analysis
since recovery rates affect, at time of recovery, the credit supply to the economy, and such
effect will be “seen” in the total credit used and in the credit growth rate.

Under these assumptions, we have defined the variable f as:

f . Lt+5,t+n
TCUH(S 1 - dt+()‘ t+n )
f = The credit growth rate determined as ’ d—-n

The credit growth rate is asymptotically equal to the amount of loan facilities disbursed in
period t,t+n divided by the total credit used at the beginning t of the period which will survive
(7-d) to the end t+n of such period. The variable f assumes that the credit risk manager
possesses perfect information regarding d and therefore will not grant new loans or
additional loans L to borrowers which will default in the same period;

0 = The sliding time parameter é accounts for the fact that the nearer the credit risk manager
gets retrospectively to time t+n , the more perfect information becomes and thus the
retrospective forecast;

C =the cyclical sensitivity parameter (CSP).

In other words, the CSP is determined through repeated backwards iterations as the
parameter that solves the implicit Steady State Function (Equation 1) for X=d and Y=f given:

ﬁ (1 N dt+(§',t+l Xl + -ft+§,t+1 )
(+)

We can now formulate the null hypotheses that:

QL £_
Q1: Hg 'f_ﬂl +hd+e : the credit supply growth is a dependent variable linked by a linear
relationship with the default rate;

12— 6=0)
Q2: 1-d . the credit supply growth or decline rate is explained by the default
rate alone and is not sensitive to exogenous cyclicality. In alternative, we will test and that
the credit supply growth or decline rate is not explained by the default rate alone and is
sensitive to exogenous cyclical positive or negative factors.

o-n (1)

We have utilized Mathematica 8 and Statistical-Graphical Integration with Mac OS X
Datagraph 3.1.

3. FINDINGS

The findings are summarized in Equation 2. In synthesis, we accept the null hypothesis H,
that the frequent fluctuations of the total credit used by non-financial corporations TCU in the
period June 2008-June 2012 can be explained satisfactorily with a quasi linear relationship
by the independent variable “default rate”: Fx={f | d} with C=0=0.0014743 and a Chi-Square
of 0.4509 (n=17). In the preceding period March 1996-June 2008, credit has grown in excess
of the period default rates at a significant and steady rate of 2.1% (C#0=0.02068) with a Chi-
Square of 1.063 (n=49).
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d+0.0014743 " [ }
jun08”? " mar12

1-d
Fx (fld): d+0.02068 if[t ; )
1-d mar96”’ " jun08 (2)

Equation 1: Steady State Function (SSF): Distribution of credit supply growth f given
the default rate d and the cyclical sensitivity parameter C

All evidence, discrete distributions and statistical tests have been summarized in Exhibits 1,
2 and 3.

3.1. Exhibit 1-A

The total credit used by non-financial corporations TCU in the period March 1996 — June
2012 has been divided into 2 sub-periods. The first period from March 1996 to June 2008
excluded, and the second period from June 2008 included to June 2012. The starting date of
the second period has been chosen so as to comprise a total period of 4 years, the period
during which the total credit used (mean=915.4 b€; s.e.=3.59 b€) reveals 8 phases (n-1
quarters) and 2 cyclical fluctuations (I and Il). Real total credit utilizes as basis March
1996=100, with a yearly non-adjusted inflation of 2.06% form March 1996 to June 2008 and
1.91% form June 2008 to June 2012.

3.2. Exhibit 1-B

We have divided the Credit Supply Growth Rates (f) and the Default Rates (d) of the period
March 1996 — June 2012 into 2 sub-periods. The first period from March 1996 to June 2008 ,
and the second period from June 2008 to June 2012. The concave-upward (convex
downward) quadratic fit reveals a significant (R*>>0.5) R*=0.64628 for the default rate time
series and linear regression a non-significant R>=0.05019 for the credit supply time series.
From a time series perspective, credit growth appears stable vs. default rates declining and
then growing again.

3.3. Exhibit 1-C

Linear regression of credit supply rates as a function of default rates by Ordinary Least
Squares (OLS) from March 1996 to June 2008 reveals a R?= 0.0451 and [1°=0.9904 (Exhibit
3). Null hypotheses H, (lower solid line) and H, (upper solid line) testing of the observed
credit growth rates vs. the expected rates following the SSF reveals a steady state parameter
of €=0.02068 with a [1°=1.063 (Exhibit 3). In synthesis, in the period March 1996-June 2008,
credit has grown in excess of the period default rates at a significant and steady rate of 2.1%
(C#0=0.02068) with a Chi-Square of 1.063 (n=49).

3.4. Exhibit 1-D

Linear regression of credit supply rates given the default rates by OLS from June 2008 to
June 2012 reveals a R? = 0.4367 and a (2= - 0.2064 (Exhibit 3). Null hypothesis H, (lower
solid line) testing of the observed credit supply rates vs. the expected rates following the SSF
reveals a steady state parameter €=0.0014743 with a [1?=0.4509 (Exhibit 3). In synthesis,
from June 2008 to June 2012, credit growth rates are linearly negatively correlated to default
rates but appear to be significantly fluctuating around the Steady State Function with null
cycle sensitivity.
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In synthesis, in the two periods, both OLS linear regression and SSF explain significantly the
dependency of the credit supply growth rate from the default rate. However, Exhibit 2
explains the frequent fluctuations of the total credit used by non-financial corporations in the
period June 2008-June 2012 in terms of the function Fx{f | d} with a Steady State Parameter
C=0.0014743.

The heuristic path of adjustment of credit growth rate in the period June 2008-June 2012 to
the Steady State Function €=0.0014743 has been shown in Exhibit 2.

_ A: NOMINAL AND REAL CREDIT USED B: CREDIT SUPPLY GROWTH RATE and DEFAULT RATE
Jé - oo & - o ] - - 05
w3 é 15
19
nrz Steady State Function ' a2 Steady State Function
p [March 1996 - June 2008) « um [June 2008 - June 2012]
» » .E
[*T] 1] )h' '. ] . g “ \
E oo L i‘ o " o . i .
i ! L » ! T o 5
h oD L] ¥ y ¥ .
022 ' ' ¥

Exhibit 1-A, 1-B, 1-C, 1-D
Sources: Banca d’ltalia TDB30486, ISTAT, Ministero dellEconomia e delle Finanze
Legenda: A: Solid line - Nominal quarterly (beginning) total credit used; Dotted line — Real quarterly
(beginning) total credit used (Base March 1996=100). B: Circles: quarterly credit supply rates.
Hollows: quarterly default rates - Time series - March 1996-June 2012. C: Quarterly credit supply rates
and default rates — OLS (dashed line) and SSF (upper solid line) — March 1996-June 2008. D:
Quarterly credit supply rates and default rates — OLS (dashed line) and SSF (lower solid line) — June
2008-June 2012
Statistics: Mathematica 8 and Mac OS X Datagraph 3.1
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Exhibit 2: Credit supply growth rate fluctuations around the exogenous steady state
parameter C in the period June 2008 — June 2012
Sources: Banca d’ltalia TDB30486, ISTAT, Ministero del’lEconomia e delle Finanze
Legenda: Solid line: Steady State Parameter SSE. Circles: [June 2008 — June 2012].
Hollows: [March 1996 — June 2008). Arrows Blue: Credit Supply Growth Rate - dy/dt>0
Arrows Red: Credit Supply Growth Rate - dy/dt<0.
Statistics: Mac OS X Omnigraph Pro v22.29

[March 1996 — June 2008) [June 2008 — March 2012]
oLS SSF oLS SSF
N 49 49 17 17
9 0.02068 0.0014743
Intercept 0.0144 0.0429
o Intercept 0.0084 0.0114
X Intercept -0.0061 0.0072
Slope 2.3395 -5.9255
o Slope 1.5873 1.8665
Correlation 0.2124 -0.6608
R2 0.0451 0.4367
o 0.0245 0.0247 0.0087 0.0125
s for residual 0.0247 0.0249 0.009 0.0129
Chi Square Test 0.9904 1.063 -0.2064 0.4509

Exhibit 3: Robustness of ordinary least squares (OLS) linear regression and steady
state function (SSF) of P{X=f | d}
Sources: Banca d’ltalia TDB30486, ISTAT, Ministero del’Economia e delle Finanze
Statistics: Mac OS X Datagraph 3.1 and Mathematica 8.0
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4. INTERPRETATION

Credit risk management in Italy is characterized, in the period June 2008 — June 2012, by
frequent (frequency=0.5 cycles/year) and intense (peak amplitude: mean=39.2 b€; s.e.=2.83
b€) quarterly cyclical fluctuations in the minima to maxima interval around the mean (915.4
b€; s.e.=3.59 b€) of the nominal total credit used by non-financial corporations. Such
frequent and intense credit output fluctuations are frequently ascribed to exogenous Basel Il
procyclical effects and, consequently, output-based point-in-time Credit/GDP countercyclical
buffering or dynamic provisioning advocated. We have tested the opposite null hypothesis
that such fluctuations in credit growth are entirely explained by a quasi-linear continuous
Steady State Function (SSF) of the actual default rates parameterized with a Cyclical
Sensitivity Parameter (CSP) of credit supply variation in excess or defect of the rate of
defaulting loans. We have found that, in the period June 2008 — June 2012, with a CSP of
0.00147 and a Chi-Square of 0.4509 (n=17), the frequent fluctuations of the total credit used
by non-financial corporations are significantly explained by variation of the independent
variable “default rate”, with no significant evidence of positive or negative cyclical sensitivity
of the credit supplied. We conclude that credit risk management in Italy has been effective in
parameterizing credit supply growth to default rates within the Basel Il operating framework.
Basel Il prospective countercyclical point-in-time output buffers based on filtered Credit/GDP
ratios and dynamic provisioning proposals should take into account this steady state
statistical pattern underlying frequent and intense credit cyclical fluctuations.

5. LIMITS

As Gordy (2003) observes credit risk is idiosyncratic to the obligor, and what we define a
cycle is really a composite of a multiplicity of cycles tied to location, period and sector.
Therefore this model suffers from the same limits as the Credit/GDP countercyclical buffers,
i.e. a single-factor model cannot capture any clustering of default rates due to
dishomogeneous sensitivity to smaller-scale components of the macro cycle.
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Abstract: It is well-documented that financial markets become more integrated during
turmoil periods. In addition, the recent global financial crisis has led to an in depth analysis
and discussion of the pros and cons of derivative instruments, particularly credit default
swaps, which are considered as the best proxy for firm and sovereign default risk. The aim of
this study is to explore if default risk, represented by CDS spreads, is embedded in stock
returns. Our main assertion rests on the idea that if CDS spreads proxy default risk, then it
should have informational content for stock markets and should have a significant impact in
price formation process. The analysis is conducted by using CDS Regional Index spreads
and MSCI Regional Index values in Europe, Pacific Region and Emerging Markets. The
results indicate that changes in CDS Regional Index spreads significantly impact stock
indices within the same region as well as cross-regionally.

Keywords: Credit Default Swap, Emerging Markets, Morgan Stanley
1. INTRODUCTION

It is well-documented that financial markets become more integrated during turmoil periods.
In addition, the recent global financial crisis has led to an in depth analysis and discussion of
the pros and cons of derivative instruments, particularly credit default swaps (CDS hereafter),
which are considered as the best proxy for firm and sovereign default risk. The sovereign
CDS spreads, particularly for financially distressed countries like Greece, have been tracked
attentively by professional traders as well as policy makers to gauge sovereign default risk.

The objective of this study is to explore if default risk, represented by CDS spreads, is
embedded in stock returns. Our main assertion rests on the idea that if CDS spreads proxy
default risk, then it should have informational content for stock markets and should have a
significant impact in price formation process. The analyses’ results might also carry
implications for the validity of decoupling hypothesis, which has been largely debated during
recent financial crisis. Our sample encompasses the latest global crisis period since it was
observed that CDS markets have been liquid and active during this period.

Our paper contributes to existing literature by conducting not only regional but also cross-
regional analyses attempting to unveil the impact of CDS markets on stock markets. To our
knowledge, a cross-regional analysis has not been conducted yet to explore the link
between CDS and stock markets. Furthermore, we have used composite index figures for
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both CDS and stock markets instead of individual country indices. Thus, the possible impact
of CDS spreads on stock returns will be analyzed using a wider spectrum. This approach
using regional indices also aids in testing the validity of decoupling hypothesis in a global
context.

The paper proceeds as follows. Section two provides a review of related studies. The
data and methodology are described in section three. Section four then presents the
empirical results, and section five concludes the paper.

2. LITERATURE REVIEW

Traditional finance theory asserts that higher default risk leads to higher expected return of
financial claims. There is an extensive literature on the pricing of conventional financial
products, On the other hand, the relation between these conventional financial products and
derivatives, has been much less investigated. Among these derivatives, the use of
defaultable instruments (credit-linked derivatives) has grown in the past decade mainly owing
to increasing global risk appetite during this period. Some of the empirical studies
investigating the relationship between conventional financial products and defaultable
instruments have build up their analyses on Merton-type structural model (Merton, 1974).

Fung et al. (2008) find significant mutual feedback of information between US stock market
and CDS market. By using a wider spectrum, Chan et al. (2009) examine the dynamic
relationship between sovereign CDS spreads and stock prices using data from seven Asian
countries for the period 2001-2007. Overall, they find highly and significantly negative
correlation between the CDS spread and the stock index for six out of seven countries,
except China.

Norden and Weber (2009) analyze the relation among CDS, bond and stock markets
between Europe and USA, for the period 2000-2002. The findings indicate that stock returns
are significantly negatively associated with CDS and bond spread changes, and the CDS
market is more sensitive to the stock market than the bond market. Similarly, Meng et al.
(2009) detect volatility transmission among CDS, equity and bond markets and conclude that
volatility in any of the three markets is transmitted to the other two markets.

Apergis and Lake (2010) explore the relation between the internationally indexed stock
market and the CDS market for the period 2004-2009. The findings show that (1) stock
returns across European and US markets are negatively related to European CDS changes;
(2) the CDS market appears to lead the stock market, implying that information contents
coming from a firm’s environment, first affects the CDS market before affecting the stock
market; (3) volatility in CDS spreads has a positive impact on stock market returns, both in
mean and in volatility.

3. DATA AND METHODOLOGY

In our study, MSCI Regional Indices are used to measure stock returns. The indices include
MSCI Europe, MSCI Pacific, MSCI Emerging Markets as well as MSCI World Index.
Similarly, Sovereign CDS Regional Indices (Europe, Pacific, Emerging markets) are utilized
to represent CDS spreads. By this approach, we (a) aim to achieve consistency in sample;
(b) conduct intra-regional and cross-regional analyses between CDS spreads and stock
returns.
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The CDS indices to be used in the analyses will consist of Markit® iTraxx SovX Western
Europe Index?, Markit iTraxx SovX CEEMEA Index® and Markit iTraxx SovX Asia Pacific
Index”.

The data sample used in the analyses consists of daily stock returns and CDS spreads
ranging from September 2009 to October 2011. Initially, the number of observations for each
series included in the analyses was different. Thus, the number of observations has been
reduced and equalized to the number of observations in the shortest series. At the end, a
total of 512 observations has been used which can be considered satisfactory to conduct a
comprehensive analysis.

In model formulation, the regional MSCI returns are regressed against contemporaneous and
lagged values of indices, MSCI World Index and change in CDS Index spreads. By this
approach, we claim that contemporaneous and lagged values of associated regional index
capture the market’'s own dynamics (liquidity, trading, etc.) whereas MSCI World Index is
assumed to capture global stock market risk. In this setting, CDS Index spreads are
assumed to be the proxy for the sovereign default risk of the countries included in the related
CDS regional index. Our main argument is based on the assumption that during turmoil
periods, which are evidenced with increasing default risk, the change in CDS spreads should
enter into price formation process in equity markets to represent additional risk premiums.
Specifically, the two models (intra-regional and cross-regional) to be used in the analyses
can be formulated as follows:

Intra-Regional Model:

MSCI,, =&, +MSCI |, + MSCIW,_, +CDS,, +, (1)

where; MSCI ;  represents the change in MSCI Regional Index value for region j at time t;

MSCIW

in CDS Regional Index spread for region j. In addition, i represents the appropriate number of
lags selected according to Akaike-Schwarz criterion.

represents the change in MSCI World Index and, CDS ;. . represents the change

t—i jot=i
Cross-Regional Model:

MSCI;, = a, + MSCI ;, ; + MSCIW,; +CDS, , ; +¢, (2)

In Equation (2) above, the only difference from Equation (1) is that region j in CDS spread
variable is replaced by region k, since the aim in the second model is to test the inter-
regional impact.

! Markit is a financial information services company providing independent data, valuations, trade processing,
loan portfolio management that specializes in CDS valuation. In 2003, Markit launched the world’s first daily CDS
end of day valuation service.

2 Markit iTraxx SovX Western Europe Index is a tradable index composed of 15 equally weighted sovereign CDSs
from 18 European countries. The constituents are the 15 countries with the largest sum of weekly trading activity
over the last six months preceding the last friday of the month prior to the roll date.

¥ Markit iTraxx SovX CEEMEA Index is employed to proxy for developing market CDS sample. The Markit iTraxx
SovX CEEMEA Index is a tradable index composed of the top 15 most liquid sovereign CDSs from Central &
Eastern European, Middle Eastern and African countries.

* Markit iTraxx SovX Asia Pacific Index is a tradable index composed of the top 10 most liquid sovereign CDSs
from the Asia Pacific region.
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If CDS spreads turn out to be significant in both of these regressions, it can be inferred that
CDS spreads have informational content in stock market pricing mechanism and default risks
are incorporated into stock returns.

In the latest crisis, another concept that has been probed extensively is decoupling
hypothesis. The decoupling hypothesis states that emerging market economies did not
heavily depend on developed market economies during latest global crisis and has
disintegrated themselves, which has not been observed in prior global crises. Thus, if this
assertion is valid, we should not expect to observe any impact from CDS markets towards
stock markets, during this period. Depending on the validity of decoupling hypothesis, our
null hypothesis can be formulated as follows:

H, : The CDS spreads do not impact stock index returns.

Thus, if CDS spreads in Equations (1) and (2) turn out to be insignificant, we can confirm the
existence of decoupling hypothesis at least between two major financial market segments.

4. RESULTS

The results gathered from the intra-regional and cross-regional models are displayed in
Table 1 and 2, respectively. In both models, MSCI World Index as well as lagged values of
MSCI Regional Indices seem to be significant predictors of current regional index returns as
expected a priori. Furthermore, the results from both models indicate that CDS spreads
significantly contribute to the stock index returns.

The results obtained from cross-regional analysis (Table 2) denote a significant cross-
regional impact of CDS spreads on stock returns®. The impact is much stronger
contemporaneously except in the case of MSCI Emerging Market Index, where the lagged
values of CDS Europe and CDS Pacific Indices significantly influence emerging markets’
stock returns.

In Table 2, the equations denoted by (1) and (Il) are estimated separately to determine the
marginal impact of each CDS regional index on stock indices. The main rational behind this
approach is the possible multicollinearity among CDS markets.

When combined, the results from intra-regional and cross-regional analyses point out to the
fact that during latest global crisis, CDS markets in Europe, Pacific region as well as
Emerging market countries had a strong influence on stock markets. These results are highly
consistent with those of Neziri (2009) who claim that CDS markets have informational value
for equity markets, particularly in predicting financial crises.

These findings carry some inferences against the validity of decoupling hypothesis.
Particularly, the results signify a strong interdependence between CDS and stock markets of
Emerging markets and Europe. The results imply that international investors still carry
serious concerns regarding the stability of global financial markets.

® The best model in each equation is determined according to Akaike information criterion.
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Table 1: Regression results (Intra-Regional Model)

Independent Dependent Variables
Variables MSCIEurope; MSCIPacific, MSCIEm,
Constant 0.001 -0.000 -0.000
(0.068) (-0.318) (-0.837)
MSCIEuropey, -0.229* .
(-4.313)"7
MSCIPacific,, -0.184
(-1.904)
MSCIWorld, 0.871 1.016_ 0.496
(31.469) (2.440) (12.918)
MSCIWorldy.; 0.270 0.266
(4.458)" (9.274)"
CDSEurope, 0.500
(3.421)”
CDSEm, 1.281
(9.945)™
CDSPacific; 0.412
(9.404)”
CDSPacific,, 0.419
(5.096)"

The numbers in parentheses below the coefficient estimates are f-statistics. Statistical
significance at 10% (respectively 5% and 1%) is denoted by * (respectively ** and ***).

Table 2: Regression results (Cross-Regional Model)

Dependent Variables

MSCIEuropet MSCIPacific: MSCIEm;
Independent Eq(l) Eq(Il) Eq(l) Eq(Il) Eq(l) Eq(Il)
Variables (CDSEm) (CDSPacific) (CDSEm) (CDSEurope) (CDSEurope) (CDSPacific)
Constant -0.000 -0.000 -0.000 -0.000 -0.000 -0.000
(-0.867) (-0.535) (-0.354) (-0.701) (-0.587) (-0.669)
MSCIEuroper;  -0.106" -0.176"
(-2.086) (-3.035)
MSCIPacific.1 -0.226" -0.239"
(-2.250) (-2.521)
MSCIWorld; 0.760" 0.902"” 0.5017" 0.5637 0.672" 0.640"
(20.700) (25.501) (8.915) (10.168) (14.746) (15.566)
MSCIWorld.1 0.127" 0.173" 0.5317 0.5347 0.3637 0.170"
(2.087) (2.433) (8.426) (8.876) (6.005) (3.287)
CDSEurope; -0.6407 0.4737
(-3.577) (2.564)
CDSEurope.1 -0.643™
(3.004)
CDSEuroper.» 0.233"7
(2.031)
CDSEm; 0.9187 -0.178
(5.037) (-0.858)
CDSPacific; 0.500" 1.486"
(2.110) (5.675)
CDSPacifici. -0.529
(-1.836)
N 336 336 336 335 335 336
R-squared 0.795 0.771 0.457 0.480 0.643 0.728
F-statistic 321.347 279.14" 69.57 60.77 118.46 " 221.78"
Akaike info -7.406 -7.295 -6.573 -6.610 -6.965 -7.237

criterion

The numbers in parentheses below the coefficient estimates are t-statistics. Statistical significance at 10%
(respectively 5% and 1%) is denoted by (respectively and ).
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These findings might be linked to the amplifying risk perception of investors during the latest
global crisis. The increasing volatility in CDS spreads during the crisis has reshaped the
expectations of international investors regarding stock market returns.

5. CONCLUDING REMARKS

This paper attempts to explore if changing default risk, represented by CDS spreads, during
latest global crisis, impact stock returns both on intra-regional and cross-regional level.
Consistent with our prior expectations, we have discovered that CDS markets have
significantly contributed to the price formation process in global stock markets. Moreover, the
impact was found to be bilateral between European, Pacific and Emerging markets and was
all significant. Overall, these results provide counter evidence for the validity of decoupling
hypothesis which has been largely debated during latest crisis.
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Abstract: This research addresses the issue whether money supply is endogenous and
determined by the loan demand or exogenous and determined by the Central Bank. This has
influence on how the monetary policy should be conducted and whether the current federal
funds rate target in the USA is appropriate. Orthodox, New Keynesian and Post Keynesian
theories are examined. For testing the causalities between variables using quarterly data for
the USA in the period 1960 to 2012 Instrumental Variables estimation and General Method of
Moments are used. These methods are supported by Angrist and Pishke (2008). In course of
analysis with the chosen methods, the endogenous money hypothesis of the Post Keynesian
theory has found support in the data for the USA in the period 1960 to 2012. Both the
exogenous view and New Keynesian view on money supply have been rejected. This,
according to the Post Keynesian theory, makes the current policy of the Fed (Federal
Reserve, 2012) appropriate.

Keywords: Endogenous Money Supply, Instrumental Variables, Generalized Method of
Moments, Causality

1. INTRODUCTION

Monetary policy, in addition to fiscal policy with the government expenditure and taxes, gives
the possibility to influence the economy. The main instruments of monetary policy include the
reserve requirements and open market operations. What is left open to discussion is the
guestion of how monetary policy should be managed and what should be its targets. These
targets changed in the course of history from pegging the interest rates, to manipulation with
open market operations, targeting monetary aggregates and finally the switch to federal
funds rate targeting (Mishkin, 2004). Which policy is the most appropriate today is the
guestion.

Theoretical approaches that give answers to this question are sometimes contradictory as is
the case with exogenous (orthodox) and endogenous view on money supply. Exogenous
view, that is studied in economics textbooks and was the leading view on money supply for a
long time, sees the monetary aggregates as the target. This happens because the money is
thought to be controlled exogenously by the Central Bank and could be manipulated with the
given instruments of reserve requirements and open market operations (sales of government
bonds in the open market). On the other hand, the endogenous view on the money supply
suggests a different perspective. Money is supposed to be created in the economy by means
of banks giving out loans that come to the other banks as deposits. At the same time,
reserves are found later in order to cover the reserve requirements. Or, as according to Alves
et al. (2008), the reserves are managed through the process of liability management. This
process makes the transfer of funds from sources with high reserve requirements (deposit
accounts) to sources with low reserve requirements (certificates of deposit, Eurodollars, the
federal funds market) in the times of low interest rates.
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Which theory of the two is better at explaining the reality and at giving recommendations on
the monetary policy, has been debated. Nevertheless, for the periods until 2007 and in
different geographical regions, the hypothesis that the money is endogenously created in the
banking system could not be rejected. Badarudin et al. (2013), Vymyatnina (2006),
Shanmugam et al. (2003), Nell (2001) have all performed the investigation of whether the
endogenous theory functions in different countries. For the USA the endogenous theory
could not be rejected in the works of Badarudin et al. (2013), Palley (1994) with the use of
such methods as cointegration, VECM (Granger, 1988), trivariate VAR (Badarudin et al.,
2013), Granger-causality applied to differenced data in order to avoid spurious regression.

Although the endogenous money hypothesis has not been rejected in different studies, it has
not been investigated for the periods including the recent financial crisis. Neither have the
methods of investigating causality with Two Stage Least Squares and General Method of
Moments been used (Verbeek, 2008). These methods are appropriate for testing reverse
causality.

In this paper the emphasis is put on the theory of endogenous money because it is argued to
be especially successful in describing the financial crises and how they appear. More
specific, the Post Keynesian view on money supply could not be rejected. Apart from tracking
financial crises, the endogenous money supply theory gives specific recommendations on
the monetary policy, which are appropriate under the current economic conditions (recession
in Europe, danger of asset bubbles in the USA). The introduction of asset-based reserve
requirements (Palley, 2006) would provide the Central Bank with a powerful tool to pinpoint
the type of assets, the amount of which it wants to control. Asset-based reserve
requirements make it possible to hold reserves on assets and not on liabilities, as it is
practiced nowadays. This gives the Central Bank enormous advantages that are in detail
discussed in Palley (2006). One of such details is solution to asset bubbles control problem
(Palley, 2003). The asset-based reserve requirements idea is based on the causal
relationship between assets (specific type of asset, which the reserves are held on) and
reserves.

The paper includes the detail discussion of the literature in section 2, description of the
model with the used methods in section 3, results in section 4 and finally conclusions in
section 5.

2. LITERATURE REVIEW

The main aspects of the literature can be divided into two blocks of thought: the exogenous
view on money supply and the endogenous view. Such a division was especially prominent
in the times when the targets of the monetary policy of the Fed in the USA were the
monetary aggregates (1970s). At that time the endogenous view was especially fruitful in
providing new alternative views on how the economy was functioning®. Endogenous money
supply view states that money is created endogenously, in the banking sector, as a result of
it's functioning. More explicitly, the banking sector is involved in lending practices without
prior possessing the needed reserves and finding these reserves later’. On the contrary, the
exogenous view states that excess reserves are needed prior to the start of lending activity
of banks, as according to Mishkin (2004).

L And in the Post Keynesian case everything started with Kaldor (1970), although the development of Post
Keynesian thought started much earlier (King, 2002).

2 Pollin (1991) and Moore (1989) share different but similar views on Central Bank accommodating the needs of
the financial system in reserves.
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The exogenous view on money supply (money view on the monetary transmission
mechanism) is represented in the research article of Mishkin (1995). The channels of
influence of money supply on the output are shown explicitly. They include the interest rate
channel, exchange rate channel, asset price effects channel. In this work (Mishkin, 1995) the
comparison with one of the representatives of endogenous money view (New Keynesian
credit view on monetary transmission mechanism) is undertaken. This endogenous money
supply credit channel view is represented in the work of Bernanke and Gertler (1995). More
explicitly the literature on the credit channel is described in Park (2011), as he deals with the
endogenous money supply routes and compares them to the theoretical views on the money
endogeneity. In addition, the credit monetary transmission channel studies are represented
in Ireland (2005, p. 5-6), while at the same time Ireland (2005, p. 3-4) deals with money view
on monetary transmission mechanism. Most recently, the role of credit has been strongly
emphasized in the work of Schularick and Taylor (2012).

What Park (2011) also does is naming the most prominent representatives of the different
money endogeneity theories. This includes naming the already mentioned New Keynesians,
J.B. Taylor, J. Stiglitz and A. Blinder, among others. Other competing school is Post
Keynesian, with their newest trends of Palley (2003, 2006), Setterfield (2006) and a bit older
Palley (1987, 1994). The newer works are concerned with proposing additional measures for
the functioning of monetary policy (e.g., asset-based reserve requirements in Palley (2006,
2003) and older with setting the ground of the Post Keynesianism. More specifically, the
older works deal with describing the main causal relationships in the economy and in proving
these relationships.

What is important to mention is that Post Keynesians are trying not to fall behind the New
Keynesians and are creating one of the most powerful opposition to the current prominent
school with their critique of the New Keynesians’ New Consensus views on macroeconomics
(Arestis and Sawyer, 2006; Lavoie, 2004). The most distinct critique lies in the endogeneity
of growth of output that the Post Keynesians consider crucial, and they state that the growth
of output is demand determined (Lavoie, 2004). Apart from that, the Post Keynesians reject
the usefulness of ISLM model.

Theoretical base of the endogenous money supply theory is vast. On the contrary, the
empirical studies are not as broad as they could be. Testing the endogenous money
hypothesis basically consists of testing the main causality relationships that were
represented in the literature (Palley, 1994; Setterfield, 2006) and used by other authors in
their empirical investigations. The most recent studies on testing the endogeneity hypothesis
in the Post Keynesian framework and proving the hypothesis are represented in, apart from
the above mentioned, Tas and Togay (2012). The methods used are trivariate VAR and
VECM, Granger-causality tests with VAR models among others. The empirical literature on
New Keynesian theory does not fall behind the Post Keynesians. The credit transmission
channel of monetary policy, as well as money channel has been empirically tested in works
of different authors in the 1990s. Park (2011) names the most important ones.

To conclude, there are two main theoretical views on money supply: the endogenous view
and exogenous. Endogenous view has in the most recent time been represented by the New
Consensus on macroeconomics (New Keynesians) and the Post Keynesians, that are at the
moment in opposition to New Keynesians.
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3. MODEL AND METHODS
3.1. Causality

In the center of the analysis are causal relationships between variables. Thereby, the
causality in the sense of Mackie (1980) is used. “A has happened and B has happened and
B would not have happened if A had not happened”, as according to Mackie (1980, p.31). If
not-A, then not-B.

A specific type of causality is taken into consideration, mainly the contemporaneous causality
in the sense of Hicks (1980). Lags of variables make the investigation of inter- temporal
causality also possible. Nevertheless, the emphasis is put on contemporaneous causality.
For the analysis of causal relationships, the regressions applied to time-series non-
experimental data will be used, as Wold (1954) does it. The model is based on two or more
variables, whose causal relationship is to be checked. If X causes Y, then there exists a
linear relationship, e.g. Y; = a + bX, + €,, where b has a positive or a negative sign and is
different from zero in time period f. ¢; are all phenomena that cannot be explained through
bX,. The non-causality is described by b being zero.

In this paper the investigation of the validity either of exogenous or endogenous money
supply view is undertaken. To better understand what analysis will be performed, both
exogenous and endogenous views’ most important relationships are represented further. The
variables used are represented in Table 1.

Table 1: Nomenclature

DLGDP  First differences of the log of GDP
DLM2 First differences of the log of Money Supply
DLMB First differences of the log of Monetary Base
DLPLR First differences of the log of Prime Loan Rate
DLINV First differences of the log of Investments
DLER First differences of the log of Exchange Rate
DLEXP First differences of the log of Exports
DLIMP First differences of the log of Imports
DLSP First differences of the log of Stock Price Index
DLDEP First differences of the log of Deposits
DLDC First differences of the log of Domestic Credit

(Commercial and Industrial Loans)
DLM2MB First differences of the log of Money Multiplier
DLRES First differences of the log of Reserves
DLFFR First differences of the log of Federal Funds Rate

The representation of causal relationships is performed in form of regression equations. On
the right-hand side of the equation sign, the explanatory variables are shown. On the left-
hand side, the endogenous (dependent variable) is represented. Causality is present if at a
5% critical level the null hypothesis of the estimate of coefficient being zero can be rejected,
and vice versa.

In the given paper, the explanatory variable can be correlated with all the other factors
influencing the endogenous variables, which leads to biased and inconsistent estimators.
The reverse causality issue adds to this problem. With the use of instrumental variables,
which are assumed to be truly exogenous in the model, this problem will be solved. This
method is supported by Angrist and Pishke (2008). As instruments in general the lagged
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values of the independent variables are used as in Jayaratne and Morgan (2000). In case of
testing money view (exogenous money supply approach) the reserves additionally serve as
an instrument because, theoretically, reserves are supposed to be an exogenous instrument
of monetary policy (Mishkin, 2004). In case of testing the endogenous money supply
approach, the federal funds rate is seen as an instrument of monetary policy and, therefore,
used as an instrument (Bernanke and Blinder, 1992). Instruments used in each equation are
given in brackets.

3.2 Exogenous monetary theory

Exogenous (orthodox or textbook) view on money supply is explained by the following
transmission mechanisms of monetary policy: interest rate channel, exchange rate channel
and asset price effects channel, which are all under the money view on money supply.

Interest rate channel (Equation 1): The exogenous influence over the increase in money
supply influences the decrease in prime loan rate, which makes the investments more
attractive and, therefore, stimulates the increase in GDP.

GDP, = ay+ a;M2, + a,PLR, + azINV, + &,; (RES,_5,M2,_1,M2,_3) (1)

Exchange rate channel (Equation 2): The exogenous influence over the increase in money
supply (expansionary monetary policy) influences the decrease in prime loan rate on the
domestic market, which, in its turn, makes the loans in domestic currency cheaper than the
loans in foreign currency, the domestic currency depreciates and this drives the exports and
lowers the imports, leading to a rise in GDP.

GDP; = by + by M2, + b,PLR; + b3ER; + by IMP; + bsEXP; + bgINV, (2)
+€; (RES; 5,M2,_4,M2,;_3)

Asset price effects (Equation 3): Expansionary monetary policy drives the money
supply, which with the increased amount of money makes the public spend it on equity,
which drives the prices of stocks. At the same time the market value of firms relative to the
replacement cost of capital grows and the trust into these growing firms will increase the
investment and so also GDP.

GDP, = co+ c1M2, + c3SP, + c3INV, + {;; (RES;_5,M2,_4,M2,_3) ®3)

3.3 Endogenous view on money supply

The endogenous view on money supply refers to one of the following transmission
mechanisms of monetary policy: the New Keynesian credit channel view (direct credit,
balance sheet (Mishkin, 1995) and others) or the Post Keynesian money supply view
(accommodationists, structuralists), (Palley, 1994; Setterfield, 2006).

¢ New Keynesian credit channel view
1. Direct credit channel (Equation 4 and Equation 5): Expansionary monetary policy
leads to an increase in deposits, which increases the number of loans issued
driving the investment spendings and the GDP.
GDP, = dy+d M2, + d,DEP, + d3;DC; + d4INV,+1n;; (FFR;,M2;_{,M2;_3) 4)
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2. Balance sheet channel: With an increase in money supply, prices of stocks rise
due to increased spending in the equity market. This increase in net worth of firms
makes the collateral for loans stronger and reduces the adverse selection and
moral hazard problems and leads to increased loans issue. This makes an
increase in investments possible and also a rise in GDP (Equation 6).

GDPy = fo+ f1M2; + [2SP + f3DCy + f4INV  +9;; (FFR;, M2 4, M2, 3) (6)

3. Balance sheet channel operating through consumers: The money supply increase
as above is supposed to lead to an increase in stock prices. In its turn, the stock
prices influence the value of financial assets and reduce the probability of a
financial crisis. That makes the consumers spend now (not in the future) on
housing and durables, driving up GDP. This channel, however, will not be
considered because of lack of data on probabilities of financial crises.

One of the most important New Keynesian relationships is the one between money supply
and loans and it is checked in the regression equation 7. The model presupposes that
amount of loans in the previous period has an influence on the current period.

DC,= go+9gi1M2;+ g,DC;_1 +1t; (FFR;, M2, 4,M2;_3) (7)

e Post Keynesian money supply view:

1. Accommodationist transmission mechanism: The accommodationist theory
states that everything starts with the issue of loans, as according to Moore
(1989; 1998) and Setterfield (2006). “Loans create deposits” and an increase
in deposits further leads to an increase in reserves due to the Central Bank’s
willingness to “accommodate” the financial sector in its need in reserves. In
other words, the Central Bank is providing the financial sector through the
discount window with the reserves the financial sector needs (Equation 8 or
9).

RES, = hy+ hyDC, +x,; (FFR, FFR,_4,..,FFR,_g,DC;_4,...,DC;_g) (8)
RES, = iy +i;DC, + i,DEP, + 4,; (FFR,FFR,_y,..,FFR,_g,DC,_y,...,DC;_g) (9)
The “loans create deposits” relationship is represented by Equation 10.
DEP, = jo +j1DC, +p,; (FFR,FFR,_,.., FFR,_g,DC,_4,..,DC,_g) (10)

In addition, there is a relationship between loans and GDP (Equation 11): loans influence the
increase of deposits, which contributes to a higher money supply, positively affecting GDP.

GDP, = ko + k{DC, + kyDC,_1 + k3DC,_ + kyGDP,_; + ksGDP,_, (11)
+v; (FFR, FFR,_4,..,FFR,_g,DC,_3,...,DCs_g)
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Finally, accommodationists emphasize the bidirectional causality between M2 and GDP
(Equations 12 and 13).

M2, = ly+ 1,GDP, + 1,GDP,_; + I3G6DP,_5 + [,M2,_; + IsM2,_; (12)
+&; (CON, INV,EXP,IMP, CON,_ 1,INV, 1, EXP,_4,IMP,_,)

GDPt =my + mlet + szEPt + m3DCt + m4_M2t_1 + msDEPt_l + mGDCt_l (13)
+ m7M2t_2 + mBDEPt_z + ngCt_z + mloGDPt_l + mllGDPt_z
+m,; (FFR,FFR,_y,.. FFR, §DCq s, ..,DC,_g)

2. Structuralist transmission mechanism: The Post Keynesian approach states
that the need for additional capital for a firm is the driver for taking up loans.
The need for firms’ working capital is the driver for liquidity and taking a loan
is the solution (Moore, 1989). Therefore, a change in the requirements for
working capital (e.g., change of costs due to a shock in real wages for
workers) will be an exogenous factor influencing the amount of loans
issued®. Apart from real wages, the loan rate, which is set in the process of
banking activities and influenced by the federal funds rate, is the exogenous
factor for the amount of loans supplied.

In addition, the structuralists’ view on money supply states that there is
bidirectional causality between loans and money multiplier. Money supply is
represented as the supply of base money times the money multiplier (Palley,
1994). The increased loans issue in response to increased loan demand
influences the money multiplier due to liability transformations. Liability
management makes it possible to transfer funds from sources with high
reserve requirements into sources with low reserve requirements
(Certificates of Deposits, federal funds market, Eurodollars and others).
Banks tend to economize on reserves, which leads increased money
multiplier with the increase in loans (Equations 14 and 15).

DCt = ng+ nlMZMBt + nzDCt_4 + n3DCt_8 + n4DCt_12 (14)
+®w,; (M2MB,_y,.., M2MB,_4, M2MB,_s, M2MB,_,)

M2MB,; = po +p1DC;+0y; (RWi_5,PLR;,DC;_1) (15)

Pollin (1991) conjectures that “loans make deposits and deposits make reserves”, so an
increase in loans causes an increase in reserves. Reserves (borrowed and non-borrowed)
are a part of the monetary base, so an increase in loans causes also an increase in
monetary base (Equation 16).

MBt =Ty + rlDCt + rZMBt—l + T3MBt_2 + T4_MBt_3 + rsMBt_4_ + rGMBt—G (16)
+pi; (RW;_5,PLR;,DC; 1)

According to Palley (1994) changes in asset preferences (towards the loans in the balance
sheet of banks) and changes in the supply of reserves cause the change in domestic credit.
And reserves are a part of monetary base, which is why the change in monetary base
causes the change in loans (Equation 17).

DCt =Sy +SIMBt+SZRWt+O-t; (MBt—lr"'JMBt—‘l-'MBt—G) (17)

® post Keynesians suppose that the loans supply follows the loan demand.
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The period of investigation is 1960:2 to 2012:2 for quarterly data for the USA. The data
sources include Datastream and International Monetary Fund (International Statistical
Yearbook). All the variables are logged and have been checked for unit root by augmented
Dickey-Fuller test and the Phillips-Perron test (Greene, 2003). As the series are integrated of
order 1, equations have been estimated in first differences. All the regression equations have
been tested for heteroskedasticity with Breusch-Pagan-Godfrey test (Greene, 2003) and in
case of heteroskedastic errors, General Method of Moments has been used for analysis.
Otherwise, Two Stage Least Squares (Verbeek, 2008) has been applied. All the instruments
have been checked for their correlation with endogenous variables and F-tests show
satisfactory results. Residuals are tested for being white noise with the help of Ljung-Box Q-
statistic (Greene, 2003). In addition, the ARMA structure in the residuals was noted. All the
modeling and calculations have been performed in Eviews Version 7 (Quantitative Micro
Software).

4. RESULTS

Exogenous view on money supply has not gained support from the data (see Table 2). In the
equation 1, the causality from money supply and investment to GDP is not present. Interest
rate channel of money view lacks empirical support. Numbers in bold indicate significance at
a level of 5%.

Table 2: Interest rate channel

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (1): dependent variable DLGDP

C 0.009932 0.003143 3.160106 0.0018

DLM2 0.304829 0.193071 1.578845 0.1160

DLINV 0.121031 0.075665  1.599549  0.1113

DLPLR 0.136912  0.040132 3.411546 0.0008

AR(1) 0.135299 0.112297 1.204831 0.2298

The results for the exchange rate channel show significant coefficients except for the
exchange rate (see Table 3), indicating that the latter does not affect GDP. The exchange
rate channel is not supported by the data.

Table 3: Exchange rate channel

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (2): dependent variable DLGDP

C 0.023223 0.003255  7.134698  0.0000
DLM2 -0.294281 0.109000 -2.699834 0.0076
DLINV 0.106995 0.014135 7.569372 0.0000
DLPLR 0.022604 0.011065 2.042897 0.0425
DLER 0.016348 0.012725 1.284651  0.2005
DLIMP -0.057107 0.017249 -3.310692 0.0011
DLEXP 0.049152 0.010736  4.578370  0.0000
DLGDP(-5) -0.200015 0.052338 -3.821642 0.0002
AR(1) 0.486740 0.057654  8.442388 0.0000
AR(5) 0.283531  0.061541  4.607187  0.0000
AR(3) 0.117021  0.050113 2.335168 0.0206
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Table 4 gives the estimates of equation 3 with the dependent variable DLGDP. The
coefficient of DLM2 is not significant at the 5% level indicating that the most important
relationships between money supply and GDP, the asset price channel (Mishkin, 1995) is not
confirmed in the data. The relation, however, is not so clear cut as for equation 1 and 2.

Table 4: Asset price effects channel

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (3): dependent variable DLGDP

C 0.010664  0.003292  3.239226  0.0014

DLM2 0.345757  0.197560 1.750139  0.0817

DLINV 0.101916 0.036088 2.824080  0.0052

DLSP -0.105539 0.048552  -2.173739 0.0309

AR(1) 0.414913 0.082575 5.024674 0.0000

As for the New Keynesian endogenous view on money supply, the values do not prove the
credit channel of influence of monetary expansion on GDP. As according to Table 5, the
change in money supply or deposits do not cause the change in GDP. But the relationships
between domestic credit or investment with GDP are shown to be significant in the data.
These findings do not contradict the Post Keynesian view on money endogeneity, however,
they do not support the New Keynesian endogenous view on money supply.

Table 5: Direct credit channel

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (4): dependent variable DLGDP

C 0.008127 0.002029  4.005569  0.0001
DLM2 0.087031 0.073898 1.177711 0.2404
DLDEP 0.088218 0.058231  1.514963 0.1315
DLDC 0.109797 0.048395 2.268771  0.0245
DLINV 0.231305 0.021680 10.66908  0.0000
AR(2) 0.296864  0.072488 4.095335 0.0001
AR(3) 0.136184 0.076336  1.784008 0.0761
MA(5) 0.046008 0.084967 0.541482  0.5888

When testing for the direct influence of change in money supply and deposits on loans
(Table 6), which is different from Post Keynesian view on money supply, the change in
money supply and deposits does not find support in the data to be causing loans.

Table 6: Influence of money supply and deposits on loans

Variable Coefficient Std. Error  t-Statistic  Prob.
Equation (5): dependent variable DLDC

C 0.012407 0.005854  2.119474  0.0354
DLM2 0.226199  0.234052 0.966447  0.3351
DLDEP 0.116746  0.075052  1.555526  0.1215
AR(2) 0.100061  0.079893  1.252445  0.2120
AR(1) 0.631155 0.078118  8.079457  0.0000
MA(4) -0.060456  0.086804  -0.696467 0.4870

Balance sheet channel of credit view on monetary transmission mechanism of the New
Keynesians does not find support either. Table 7 shows non-significant values for money
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supply and stock prices index. Therefore, no causality runs from money supply to GDP, or
from stock prices index to GDP.

Table 7: Balance sheet channel

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (6): dependent variable DLGDP

C 0.010250 0.003657 2.803151  0.0056
DLM2 0.236366  0.217309  1.087693  0.2781
DLSP -0.122373 0.075537 -1.620039 0.1068
DLDC 0.122766  0.051034  2.405587  0.0171
DLINV 0.121508 0.035904  3.384216  0.0009
AR(1) 0.367315 0.084129 4.366087  0.0000

The most important New Keynesian relationship is represented in Equation 7. Table 8 shows
the results of the regression and rejects the New Keynesian theory.

Table 8: Influence of money supply on loans

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (7): dependent variable DLDC

C 0.007329 0.002984 2.456210 0.0149
DLM2 -0.220638 0.173012 -1.275275 0.2037
DLDC(-1) 0.791065 0.067794 11.66861  0.0000
AR(1) -0.071598 0.092097 -0.777414 0.4379
AR(3) 0.098564 0.079124  1.245700 0.2144
AR(8) -0.205820 0.072642  -2.833324 0.0051

The Post Keynesian view on endogenous money supply has been confirmed to hold in the
data. Table 9 and Table 10 show the results of confirmation of the most important Post
Keynesian view on loans and reserves (“loans make deposits and deposits make reserves”,
as according to Pollin (1991).

Table 9: Relationship from loans to reserves

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (8): dependent variable DLRES
C 0.065946  0.065268  1.010401  0.3137
DLDC -0.371486 0.137909 -2.693696 0.0077
AR(8) 0.681203  0.138375 4.922872  0.0000
AR(1) 0.180569  0.079264  2.278087  0.0239
MA(12) 0.756342  0.134913 5.606141  0.0000
Table 10: Relationship from loans and deposits to reserves
Variable Coefficient Std. Error  t-Statistic Prob.
Equation (9): dependent variable DLRES
C -0.021721 0.014725  -1.475084 0.1420
DLDC -1.077962 0.369385 -2.918259 0.0040
DLDEP 3.132487 0.513970 6.094682  0.0000
AR(1) 0.282862 0.077106  3.668488  0.0003
AR(2) 0.161972  0.083935 1.929727  0.0552
MA(12) 0.198089  0.103441 1.914996 0.0571
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Table 11 confirms that “loans create deposits” and not the other way around, as New
Keynesians have put it (Table 6, row 5, column 4)

Table 11: “Loans create deposits”

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (10): dependent variable DLDEP

C -36.46526 315211.0 -0.000116 0.9999
DLDC 0.179248 0.058761  3.050467 0.0026
AR(2) 0.181978 0.080284 2.266685  0.0246
AR(12) 0.293434  0.213899 1.371836  0.1719
AR(1) 0.144805 0.086744  1.669330 0.0968
AR(4) 0.379755 0.084800 4.478252  0.0000
MA(12) 0.115591  0.304899 0.379113 0.7051

Table 12 also confirmed the theory of the Equation 11 that change in loans influence the
change in GDP. The data shows that the change in loans that happened two period in the
past will influence the current value of GDP.

Table 12: Relationship from loans to GDP

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (11): dependent variable DLGDP

C 0.018259 0.005022 3.635426 0.0004

DLDC 0.106759  0.074207 1.438669  0.1519

DLGDP(-1) -0.146172 0.187247  -0.780634 0.4360
DLGDP(-2) 0.032985  0.115043  0.286715  0.7747

DLDC(-2) -0.086885 0.038522  -2.255477 0.0253
DLDC(-1) 0.006364  0.042469  0.149841  0.8811
AR(1) 0.454951 0.191476  2.376023  0.0185
AR(4) 0.239941  0.080462  2.982038  0.0032
MA(11) 0.231542  0.091354 2.534565 0.0121
MA(5) -0.143080 0.098871  -1.447135 0.1496

Table 13 and Table 14 show that there is support for the bidirectional causality from money
supply to GDP. GDP lagged one and three periods influences the change in money supply.
And money supply lagged one period influences the change in GDP.

Table 13: Causality from GDP to M2

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (12): dependent variable DLM2

C 0.001598 0.003687 0.433584 0.6651

DLGDP 0.018024 0.103177 0.174692 0.8615

DLGDP(-3) 0.576517 0.173578  3.321378  0.0011
DLGDP(-1) -0.282243 0.128987  -2.188145 0.0298
DLM2(-1) 0.641826  0.179149  3.582637  0.0004
DLM2(-3) -0.042341 0.299018  -0.141599 0.8875
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Table 14: Causality from M2 to GDP in the Equation 13.

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (13): dependent variable DLGDP

C 0.003635 0.002205 1.648894  0.1010
DLM2 -0.294645 0.191338  -1.539917 0.1254
DLDEP 0.084498 0.070696  1.195222  0.2337
DLDC 0.180310 0.107053 1.684307  0.0940
DLGDP(-2) 0.032010 0.288318 0.111024 0.9117
DLM2(-2) -0.055042 0.206533  -0.266504 0.7902
DLDC(-2) -0.026638 0.093018 -0.286377 0.7749
DLDEP(-2) 0.106485 0.066408 1.603490 0.1107
DLGDP(-1) 0.544574  0.480237 1.133968  0.2584
DLM2(-1) 0.395049  0.187484  2.107103 0.0366
DLDEP(-1) -0.035474 0.073661  -0.481580 0.6307
DLDC(-1) -0.161171 0.117690  -1.369460 0.1727
AR(2) -0.071547 0.178233  -0.401426 0.6886
AR(1) -0.361215 0.486334  -0.742731 0.4587
MA(6) 0.082759  0.087067  0.950517 0.3432

The structuralist transmission mechanism of the Post Keynesian view on endogenous money
supply has also been confirmed in the data. Table 15 and Table 16 show the proof of
bidirectional causality from loans to money multiplier (Equations 14 and 15).

Table 15: Causality from money multiplier to loans

Variable Coefficient Std. Error  t-Statistic Prob.
Equation (14): dependent variable DLDC
C 0.019807  0.013005 1.523062 0.1294
DLM2MB -0.157388 0.016695 -9.427553 0.0000
DLDC(-4) -0.375328 0.124144  -3.023319 0.0028
DLDC(-8) -0.229002 0.159827  -1.432812 0.1536
DLDC(-12) -0.160412 0.197375 -0.812729 0.4174
AR(1) 0.903065 0.050297 17.95467  0.0000
Table 16: Causality from loans to money multiplier
Variable Coefficient Std. Error  t-Statistic Prob.
Equation (15): dependent variable DLM2MB
C -0.010665 0.004121 -2.587652 0.0104
DLDC 0.406976  0.168710  2.412286  0.0167

Table 17 and Table 18 show the proof of bidirectional causality between monetary base and
money multiplier.
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Table 17: Causality from loans to monetary base

Variable Coefficient Std. Error  t-Statistic Prob.
Euqation (16): dependent variable DLMB

C 0.028281  0.006527  4.332659  0.0000

DLDC -0.398315 0.191820 -2.076505 0.0392

DLMB(-1) 0.133412 0.074396  1.793279  0.0745
DLMB(-2) 0.105040 0.073480  1.429501  0.1545

DLMB(-3) -0.257690 0.076648  -3.362002 0.0009
DLMB(-4) 0.177467  0.078244  2.268130  0.0244
DLMB(-6) -0.201999 0.075276  -2.683441 0.0079
Table 18: Causality from monetary base to loans
Variable Coefficient Std. Error  t-Statistic Prob.
Equation (17): dependent variable DLDC
C 0.028777 0.004335 6.638831  0.0000
DLMB -0.360090 0.096787  -3.720451 0.0003
DLRW -2.880734 0.897516  -3.209676 0.0015

To sum up, the exogenous view on money supply does not hold. New Keynesians view on
endogenous money supply also does not hold. Only Post Keynesian view on endogenous
money supply showed significant values, which confirms this theory.

5. CONCLUSIONS

This research examined the causality links between major macroeconomic variables that,
according to specific theoretical approaches (Mishkin,1995; Palley, 1994; Moore, 1989;
Setterfield, 2006), were supposed to lead to explanation how the banks are functioning, how
the money supply is created in the economy and what macroeconomic approaches would be
most suitable as the basis for decision on the monetary policy instruments. Prior researches
have found support for the endogenous money hypothesis. In this research the Post
Keynesian endogenous money hypothesis is also confirmed by the data. The necessary
causality relationships between variables are supported empirically. For the
accommaodationist view the causality from loans to deposits and from loans to reserves has
found empirical support. Therefore, “loans create deposits” and the change in loans
influences the change in reserves, and not the other way around. For the structuralist view
both the bidirectional causality between monetary base and loans and between money
multiplier and loans is supported in the data. The reason for such a development, could lie in
the endogenous nature of money in the Post Keynesian sense.

Therefore, the most prominent conclusion would be that at the moment the policy of the Fed
in pursuing the federal funds rate target is most appropriate and in light with the Post
Keynesian policy recommendations. However, if the Fed relies on the New Keynesian
recommendations on the monetary policy (that also sets federal funds rate as the target),
then the argumentation of the Fed’s actions could lie on the theory, which has not been
confirmed in this research. This could lead to instability, loss of control over the economic
conditions and loss of predictability of monetary policy. The reliance on Post Keynesian
theory would bring the Fed more stability and additional recommendations like the
introduction of asset-based reserve requirements that deal with asset price bubbles. The
asset-based reserve requirements have been discussed in detail in Palley (2006).

One limitation of the current research could lie in the concentration in the analysis on
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contemporaneous causality and, in certain cases, analysis only of this type of causality. This,
however, did not become an obstacle in finding the significant relationships. Another
limitation could be the closed economy model that has been used for analysis of endogenous
money supply view. The extension to an open economy model would be interesting.
However, to my best knowledge there is not open economy model for the endogenous
money transmission available. In addition, the Two Stage Least Squares and General
Method of Moments are used for analysis not taking into account possible cointegrating
relations.
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Abstract: This research aims to establish the relationship between capital structure
decisions and performance of 196 listed Romanian companies operating in the
manufacturing sector, over a period of eight-years (2003-2010). The analysis is based on
cross sectional regressions. The capital structure ratios are long-term debt, short-term debt,
total debt and total equity, while return on assets and return on equity are the performance
proxies. Previous research shows that asset tangibility, tax, risk, liquidity and inflation
determine the capital structure in Romanian manufacturing companies, and thus they will be
included in the analysis. Results indicate that debt ratios have a negative impact on
corporate performance, although long-term debt was not statistically significant, while equity
induces a positive effect on the profitability of Romanian manufacturing companies. This
research is the first one to examine the relationship between capital structure and financial
performance in Romanian listed companies operating in one industry only, which makes its
findings more reliable.

Keywords: Determinant of Capital Structure, Leverage, Equity, Financial Performance
1. INTRODUCTION

Financing decisions is a major decision area in companies because an optimal capital
structure referring to the corporate financing mix that maximizes the market share price and
the value of the company.

Modigliani and Miller (1958) demonstrated the irrelevance of capital structure in firm value,
although the assumption is valuable only in perfect market conditions, where all investors
have free access to market information, there are zero transaction costs and no tax
difference between dividends and capital gains. However, real economies are far from
perfect and thus many financing decisions theories were developed over time in order to
demonstrate the purpose of capital mix and its role in company value. A few years after the
irrelevance theory, Miller and Modigliani (1963) revised the conditions and explained that
interest expenses are tax deductible, and therefore firms value increases with higher debt
ratios. After them the capital structure literature developed and researchers found many
more variables that influence both financing decisions and financial performance.

This research tries to identify how debt-equity mix influences firm performance in
manufacturing companies listed on the Bucharest Stock Exchange. The study is based on
previous research which analyzed the determinants of capital structure in the same
manufacturing firms. It was discovered that fixed assets, liquidity, taxation, business risk and
annual inflation rate are some of the most influential factors for financing decisions (Vatavu
2012, 2013). Therefore, these factors will be included along with debt and equity ratios,
studying their relationships with firm performance.
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2. LITERATURE REVIEW

The traditional theory of capital structure strongly believes that the optimal mix of capital
ensures a low weighted average cost of capital that maximizes the market value per share.
But the leverage and equity ratios are not sufficient in determining performance, because
there are multiple factors interfering with these relationships. Akintoye (2009) confirmed the
role of business risk, taxes, managerial behavior or financial flexibility in the analysis of firm
performance. He explained that since capital structure is based on the trade-off between risk
and expected return, these are crucial factors in determining a target capital mix. This target
would guide companies towards an ideal mix of debt and equity that minimizes the cost of
capital and maximizes the company value. Moreover, any changes made in the level of debt
or equity will modify the firm’s value. According to tax benefits it is expected that under the
tax burden, companies would borrow more and obtain a higher performance.

Some think that performance is the total market value of a firm or the sum between market
value of equity and value of equity options (Cole and Mehran 1998, Merz and Yashiv 2007).
Others consider that company value refers to more than market capitalization, taking into
consideration the value of firm’s operation assets (Mehran 1995, Ang et al. 2000, Allen et al.
2009). Either way, firm performance reflects how effectively companies manage their
resources.

There is a multitude of capital structure indicators that influence the firm performance and
profitability. Previous studies report a positive relationship between short-term debt and total
debt and performance in Ghanian or Iranian firms, but a negative impact from long-term debt
to profitability, expressed thorugh return on equity (Abor 2005). A negative correlation
between leverage and performance, described by the ratio of earnings before interest and
tax to total assets, was found in the Chinese firms (Huang and Song 2006, Chakraborty
2010). There are also studies such as Ebaid’s (2009), where no significant impact was found
between capital structure choices and performance.

Studies analysing the impact of financing decisions on performance and profitability use to
employ some of the most relevant capital structure determinants. The Romanian
manufacturing companies tend to follow the rule of financing fixed assets with long-term
resources and temporary needs with short-term debt. The significant direct relationship
between debt and tax proves that tax-saving is not the main reason for borrowing, because
manufacturing companies raise their liabilities when they are low on cash. Therefore, by
accessing debt with short-term maturity when they are in financial distress, companies
increase their business risk. Moreover, there was evidence that companies turn to temporary
debt when inflation rate rises (Vatavu 2012, 2013).

3. DATA AND METHODOLOGY
3.1. Sample

The sample analyzed includes 196 listed Romanian companies operating in the
manufacturing industry. Only one sector was chosen in order to avoid misleading results.
Some factors, such as economic risk, vary across the corporate domains, and so they
influence the capital structure decisions. These become biased, affecting the corporate
performance, which can vary differently across economic sectors. All companies are listed on
the Bucharest Stock Exchange. The sample consists in a period of eight years, from 2003 to
2010, and it was gathered from the official website of the Bucharest Stock Exchange.
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3.2. Variables

Two performance indicators were chosen as dependent variables. Return on assets (ROA)
as net income to total assets, and return on equity (ROE), the ratio of net income to
shareholders’ equity.

The independent variables are debt ratios, TOTD, LGTD, SHTD - the ratios of total liabilities,
long-term liabilities and respectively short-term liabilities to total assets — and the equity
ratios, TE — the ratio of total equity to total assets. Only one of these independent variables
will be used in the regression models.

The determinants of capital structure in Romanian manufacturing companies will perform as
control variables in order to explain more of the variance in performance indicators. These
variables are asset tangibility (TANG), defined as the ratio of fixed assets to total assets, tax
(TAX), described by the ratio of tax to earnings before interest and tax, business risk
(BUSRISK), the ratio of standard deviation of earnings before interest and tax to total assets,
liquidity (LIQUID), the ratio of current assets to current liabilities, and the annual inflation rate
(INFL) provided by Eurostat.

3.3. Empirical model

This study tries to discover some of the variables influencing corporate performance on a
time series cross-sectional data over the 2003 — 2010 period. ROA and ROE will be
regressed on a group of variables, therefore performance can be understood through the
following function:

Profitability = f(debt, equity, tangibility, tax, business risk, liquidity, inflation) (1)

The static linear models used in the analysis are presented in the second and third
equations:

ROA; = o; + B1CapStr; + B,Tang; + BsTax; + BsBusRisk; + BsLiquidi + BeInfli + & (2)
ROE; = o; + B1CapStr; + B.Tang; + BsTax; + BsBusRisky + BsLiquidi + BeInfli + & (3)

where o; (i = 1...196) is the unknown intercept for every company, t (t=2003..2010)
represents the year analysed, the s are the coefficients for every independent variable and
& IS the error term. CapStr refers to the four capital structure ratios previously mentioned.
Only one will be used in every regression in order to avoid autocorrelation.

Several methods will be used to test the static models considered: Pooled Ordinary Least
Squares (OLS), Fixed Effects using least squares dummy variable for companies (LSDV),
Fixed Effects with n entity-specific intercepts (FE) and Random Effects (RE). The Hausman
test will reveal the better model from the latter two. Finally, in order to correct the issues of
heteroskedasticity and autocorrelation a final regression with necessary corrections will be
estimated.

Fixed effects models explore the relationships between independent variables and regress
and in separate entities, assuming in this case that companies have their own characteristics
that will influence the relationships between variables. Random effects models imply a
random variation across companies, uncorrelated to explanatory variables.
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3.4. Descriptive statistics

Table 1 presents the summary statistics of the variables used in the analysis. Mean values
contain valuable information because they refer to the majority of the manufacturing
companies listed on the Bucharest Stock Exchange.

Table 1: Descriptive statistic data

Variable Obs. Mean Std. Dev. Min Max

roa 1490 -0.0029618 0.1537931 -1.384159 2.040877
roe 1481 -0.056167 5.551735 -203.3527 25.94096
totd 1485 0.4699652 0.3868654  0.006935 5.023044
Igtd 1387 0.0895043 0.169613 0 1.763594
shtd 1490 0.3850431 0.3504402 0 5.023044
te 1490 0.5253196 0.3807309 -4.070073 1.06655
tang 1490 0.5398824 0.1968779 0.018384 0.999539
tax 1491 0.1777303 0.3823952 0 7.992565
busrisk 1363 0.0948262 0.1156391 0.000207 1.695361
liquid 1489 2.194295 2.848019 0.004776 47.83741
infl 1568 8.275 3.041838 4.9 14.1

The average ratio of ROA and ROE is just above zero, showing that Romanian
manufacturing companies have difficulties in registering profits. The mean of total debt ratio
is 0.47, while long-term debt shows an average of 0.089 and short-term debt is about 0.38.
This indicates that analyzed companies prefer liabilities over short periods of time. More than
12% of long-term debt data is missing and more than 25% of this sample is operating without
any long-term liabilities. This might affect the significance of results obtained from
regressions using this variable. The average equity ratio is approximately 0.53, indicating
that both internal and borrowed funds are used in fixed assets investments.

Tangibility ratio is on average 0.54, showing that manufacturing companies try to maintain an
equilibrium of fixed and current assets. This means that manufacturing companies either own
a low proportion of fixed assets, or they keep a high degree of cash, accounts receivable,
inventory and other liquid assets. The second assumption is more appropriate for this case,
considering the average liquidity of 2.19 that means that the proportion of current assets is
so large that temporary debt only covers half of them.

3.5. Correlations

The correlations between variables are presented in Table 2. High correlations can be
observed between debt ratios, and between debt and equity ratios, but as long as only one of
these variables is included in regressions, there will be no problems with the results returned.

The correlations indicate that all three debt ratios have a negative impact on ROA and ROE,
while shareholders’ equity is directly related to both performance variables. Additionally, the
proportion of fixed assets and business risk are indirectly correlated to the dependent
variables. The rest of the control variables, tax, liquidity and inflation, vary in the same
direction as performance does.
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Table 2: Correlations between variables

roa

roe

totd

shtd

Igtd

te

tang

tax

busrisk

liquid infl

roa

roe
totd
shtd
Igtd

te

tang
tax
busrisk
liquid

1

0.1964
-0.3508
-0.3532
-0.0794
0.3583
-0.2042
0.1265
-0.0011
0.1556

1
-0.0937
-0.1057
-0.0002
0.0955
-0.0591
0.0328
-0.0099
0.05

1
0.8693
0.4545
-0.9825
-0.1642
-0.0199
0.1933
-0.4486

1
-0.0301
-0.8688
-0.246
0.0065
0.1641
-0.456

1
-0.4463
0.1041
-0.0527
0.1032
-0.0907

1
0.1702
0.026
-0.1943
0.44

1
-0.1232
-0.02
-0.1124

1
-0.1521
-0.0525

1
-0.0275

1

infl 0.0945 0.0086  0.0583 0.1064 -0.0719 -0.0469  -0.0901 0.1154 -0.0507 -0.082 1

4. RESULTS

Unit-root tests were applied to the panel data in order to avoid spurious variables
correlations. Due to missing values from the panel the only option available was the Fisher
test. The hypothesis tested is that all panels contain unit-root and it was rejected, showing
that all variables considered have a stationary trend.

Table 3 presents the main results returned by the regressions using one capital structure
ratio as explanatory variable and capital structure determinants as control variables. These
will be discussed relating to each performance indicator.

4.1. The influence of capital structure on return on assets

The OLS models indicate that total debt, short-term debt, equity, tangibility, tax and annual
inflation rate explain the variation in return on assets. The debt ratios coefficients are
negative and positive for equity. From the influential control variables, tangibility has a
negative impact while the other two indicate positive relationships with ROA. Additionally, a
direct influence from liquidity to performance can be observed in the regression including
long-term debt.

All LSDV models show that the particularities across manufacturing firms diminish the effect
of predictor variables on ROA, because these regressions manage to explain more of the
variance in corporate performance. Otherwise, the coefficients remain almost identical to the
ones previously mentioned.

All four models were tested with fixed effects and random effects, and comparing these
results, there are hardly any differences. However, in every ROA regression Hausman test
indicated that fixed effects is more relevant for the sample considered, showing that
differences between firms manipulate the relationships between variables. The final step in
this comparative analysis was to consider a fixed effect model corrected for time-fixed
effects, heteroskedasticity or autocorrelation. These final results are further discussed.

The corrected FE of the first model proved the same statistically significant variables
influencing ROA: total debt, tangibility, tax and inflation with slightly bigger coefficients.
Therefore, it can be assumed that the more debt firms employ the less profitable they will be.
The income also decreases when companies own a large proportion of fixed assets, showing
that Romanian manufacturing companies do not use their assets effectively.
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Table 3: Comparative analysis between multiple regressions results

oLS LSDV FE RE Corrected FE/RE/OLS oLS LSDV FE RE Corrected FE/RE/OLS
Independent variable: ROA Independent variable: ROE

totd -.2103132***  -2582875**  -2582875** - 2193315%** -.2596905*** -2.027753**  -2.362685***  -2.362685***  -2.027753*** -2.362685**
tang -.1987543*** -.319723*** -.319723*** .2284604*** -.3012457*** -2.329483***  -3.432852** -3.432852**  -2.329483*** -3.432852***
tax .04008*** .033715%** .033715%** .0364469** .0320815*** 4214516 1.2907*** 1.2907*** 4214516 1.2907*
busrisk .0498409 .2227695***  2227695*** .0732715* .25591 4229641 -3.652589 -3.652589 4229641 -3.652589
liquid -.0046033*** -.0023694 -.0023694 -.0036176** -.0018367 -.0238251 .0048428 .0048428 -.0238251 .0048428
infl .0063776***  .0066418***  .0066418***  .0063992*** .0066843* .0222578 -.0195047 -.0195047 .0222578 -.0195047
cons .1506938***  .2330184**  .2163867**  .1671162** .2133505*** 1.867842* 3.455833 3.110988** 1.867842** 3.110988**
F-test 86.91*** 5.36%** 60.11*** 13.54%** 4.34%+ 1.17* 3.83%+* 3.59%**
Adj R-squared 0.2855 0.4047 0.0154 0.0258
Wald chi2(9) 460.88*** 26.05%+*
lgtd -.0368447 .0976126*** .0976126*** .0131109 .0949262 4547228 .2981488 .2981488 4547228 4547228
tang -1151441%*  -2385094***  -.2385094*** - 1554368*** -.2197333*** -1.587087* -2.927835* -2.927835* -1.587087* -1.587087***
tax .0452212%** .0265303** .0265303** .0350408*** .0242614 .5122815 1.067739 1.067739 .5122815 5122815
busrisk .0284086 .0871158 .0871158 .0409731 1240117 -.3396038 -6.903115 -6.903115 -.3396038 -.3396038
liquid .0084043**  .0058131**  .0058131**  .0078308*** .0063091** 116734 .0908948 .0908948 116734 .116734*
infl .0049415***  .0051822***  .0051822***  .0051794*** .0052164 .0143381 -.0367146 -.0367146 .0143381 .0143381
cons .0001255 -.0544431 .0571402** .01676 .0547947 .3315754 1.225977 2.03132 .3315754 .3315754
F-test 17.14%+* 3.02%** 15.68*** 4,99%** 1.26 0.97 1.57 2.71%
Adj R-squared 0.0753 0.2549 0.0013 -0.0051
Wald chi2(9) 97.39%** 7.56
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Table 3 (continued)

oLS LSDV FE RE Corrected FE/RE/OLS oLS LSDV FE RE Corrected FE/RE/OLS

Independent variable: ROA Independent variable: ROE
shtd - 2472701***  -2583224***  -2583224** - 2475438** -.258778*** -2.558303***  -2.194597**  -2.194597*** -2 558303*** -2.194597**
tang -.2284359***  -.326056*** -.326056***  -.2504549*** -.3079762*+* -2.692426***  -3.442553*  -3.442553*  -2.692426*** -3.442553***
tax .0442051***  .0352833***  .0352833*** .0399492%** .0335589%** 4682261 1.298741**  1.298741*** 4682261 1.298741*
busrisk .0535956* .1825318** .1825318** .0684045* 2119297 .5713522 -4.208137 -4.208137 5713522 -4.208137
liquid -.0056026*** -.0028347 -.0028347 -.0044905%** -.0023209 -.0438675 .0068673 .0068673 -.0438675 .0068673
infl .0070336***  .0071505***  .0071505*** .0070311*** .0068255* .028157 -.0160409 -.0160409 .028157 -.0160409
cons .1600805*** .227524*** .1997197** .1691126*** .1998126*** 2.07904** 3.238566 2.880473* 2.07904** 2.880473**
F-test 102.46*+* 5.65%+* 66.19%+* 14.19%+* 5.33%+* 1.17* 3.78%* 3.63%*
Adj R-squared 0.3203 0.4196 0.0198 0.0258
Wald chi2(9) 540.50%** 31.98***
te .215131*** .2736544*** 2736544+ .2270806*** .2741008*** 2.07411%** 2.462336*** 2.462336*** 2.07411%** 2.07411***
tang -.201558*** -.325144*** -.325144*** -.233117%** -.3085061*** -2.358243***  -3.471019***  -3.471019**  -2.358243*** -2.358243***
tax .0395379***  .0337536***  .0337536*** .0360537** .032095%** 4170105 1.290292*+*  1.290292*** 4170105 .4170105**
busrisk .0528757* .2453096***  0.2453096*** .0804136** .2739516 454076 -3.500565 -3.500565 454076 454076
liquid -.0045743*** -.002783 -.002783 -.0037169** -.0022932 -.0235824 .0024518 .0024518 -.0235824 -.0235824
infl .0061155***  .0063067***  .0063067***  0.0061002*** .0063886* .0188502 -.022782 -.022782 .0188502 .0188502
cons -.0574054*** -.03783 -.043962*% -.0503527** -.0475676 -.1321923 .9798669 7478127 -0.1321923 -.1321923
F-test 89.83*** 5.58*** 64.71*** 14.59%*+* 4.44%** 1.17* 4.75%**
Adj R-squared 0.2921 0.4161 0.0158 0.0264 3.90%*
Wald chi2(9) 481.06*** 26.62***

*** Significant at 1% value
** Significant at 5% value
* Significant at 10% value
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The direct impact taxes have on ROA indicates that companies are more profitable when
facing the tax burden, probably because they are more careful in allocating their funds.
Similarly, an increased inflation rate makes Romanian manufacturing companies more
profitable in terms of their total assets. However, this can also mean that during times of high
inflation firms divest their assets.

From the second model including long-term debt as a regressor, the corrected fixed effects
equation returns a significant negative coefficient for tangibility and a positive one for
liquidity. Therefore, Romanian companies perform better when they own less tangible
assets. This assumption is confirmed by the liquidity coefficient showing that current assets
offer opportunities for more profits.

After using the corrected fixed effects model, the short-term debt maintains its negative
impact on the return on assets indicator along with the proxies of tangible assets, tax and
inflation, which remain statistically significant. In conclusion, firms from manufacturing
industry are more profitable in terms of assets when they owe less on a temporary basis.
From the control variables it is shown that return on assets is influenced by tangibility
indirectly and positively by tax and inflation. These are the some relationships identified in
the previous model considering total debt as one of the independent variables. The
consistent results were expected as long as most of the listed companies analysed owe a
very small proportion of long-term debt, sometimes choosing only temporary liabilities.

The corrected fixed effects regression using equity to total assets ratio determines the return
on assets through equity, tangibility, tax and inflation. Tangibility is the only variable
conducting a negative effect on the assets profitability. The rest of the variables have a direct
impact. It can be said that companies are more profitable when they invest less in tangible
assets and they maintain a high proportion of equity in their capital structure. Besides,
whenever taxes or inflation are up, the return on assets is higher. Evaluating the overall
significance of the model, all regressions are relevant, but the best to describe the impact on
return on assets is a fixed effects model corrected for heteroskedasticity, autocorrelation and
time fixed effects, which reveals the highest coefficients with their previously mentioned
direction.

4.2. The influence of capital structure on return on equity

In relation to return on equity, from the models referring to debt ratios, only total debt, short-
term debt and tangibility show a statistically significant impact. Debt ratios and tangibility
maintain their negative coefficients, significant in all models: least square dummy variable,
fixed effects, random effects. On the contrary, equity has a positive impact on ROE. Along
with total debt, short-term debt and total equity, tax was also found statistically significant for
the variance of ROE, but not in all regressions.

Although all the comparative regressions were used (OLS, LSDV, FE, RE), the goodness of
fit indicated other variables should be selected in order to discover what conducts the
variation in return on equity ratio. Finally, the most appropriate method from all is OLS,
corrected in order to fulfill all regression assumptions.

Based on the results mentioned, the more debt companies use and the more tangible assets
they own, the less efficient they are regarding their shareholders’ money. From these
relationships, it can be assumed that profits are affected by a high degree of leverage and
companies purchase fixed assets with internal funding. On the other side, it can also be
assumed that investors are attracted by companies with investment opportunities and thus
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firms acquiring more fixed assets will raise more equity. A direct impact of tax on ROE
means that whenever taxes raise, shareholders are reluctant to buy shares and so the
proportion of equity in Romanian manufacturing companies decreases.

In the model containing long-term debt, two variables were found statistically significant:
tangibility, with a negative impact, and liquidity with positive effect on ROE. In other words,
the firms return more on shareholders’ investments when liquid assets exceed tangible ones.

For the model trying to explain how Romanian manufacturing companies can return more on
the ownership interest of stock holders with the use of equity ratio and control variables,
results are consistent with the previous findings: shareholders’ equity has a positive impact,
while fixed assets have an opposite effect on the dependent variable. Additionally, the
corrected OLS model also returns tax as statistically significant. When taxes are high,
manufacturing companies tend to invest less in order to retain their earnings. Another
assumption would be that under the tax incidence, firms have lower profits and thus they are
trying to raise more capital by attracting new investors.

5. CONCLUSIONS

Over the 2003-2010 period, the most profitable manufacturing companies were those that
maintained a high proportion of equity in their capital structure, avoiding borrowed funds.
Shareholders’ equity has a positive impact on performance indicators. On the contrary, total
debt and short-term debt have negative relationships with ROA and ROE, while long-term
debt shows coefficients with fluctuating signs. Results for regressions including debt with
long maturities are not always significant and consistent because a large part of this data is
missing.

Another significant variable was tangibility: companies owning a large proportion of fixed
assets registered lower earnings. Considering that manufacturing sector assumes valuable
investments and continuous development, a direct relationship between tangibility and
performance would be expected. Results however indicate that in Romania, manufacturing
companies either do not use their assets effectively or they do not have sufficient internal
funding to undertake profitable investments. Data provides information that companies barely
use debt with long maturities. Moreover, sometimes they operate without long-term debt over
a few years. Therefore, the decision of accessing borrowed funds for their growth
opportunities would be an exceptional one.

Taxes have a direct impact on performance indicators. Although higher taxation is expected
to affect the net income, it seems that Romanian companies are more profitable when facing
the tax burden, probably because they allocate their funds more effectively. Similarly,
inflation has a positive impact on ROA. Although this means that high profits are related to
increased inflation rates, it is be more logic to consider that during times of high inflation
Romanian firms divest their assets. And this would also prove the negative relationship
between tangible assets and performance: because of high inflation companies drop some of
their fixed assets, consequently some costs, and become more profitable. Taxes can greatly
affect the relationship between equity and performance. Results showed that high taxation
makes companies with larger equity ratios and limited fixed assets more profitable. This
could mean that Romanian manufacturing companies are not eager to grow: they do not use
their internal funding, nor do they access debt for future investments. However, debt is used
when companies are in financial difficulties, they face high business risk, and they cannot
settle due to their lack of cash.
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Future research should be conducted in order to find variables that better describe the
variation in return on equity, and other performance indicators should be included in the
analysis for a better understanding of how capital structure and financing decisions influence
the financial performance of Romanian companies.
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Abstract: This paper empirically investigates whether the recent European integration
process has significantly affected the concentration/specialization of European countries in
fewer numbers of manufacturing industries, or vice versa. Pertaining to scarce empirical work
on the issue, there are conflicting arguments but not common agreement about this matter
yet. In this regard, we specify an empirical model describing the case benefiting from P.
Krugman (1991) and other empirical studies. Employing a balanced panel data set that
covers 22 European countries and 23 manufacturing industries for the period 1995-2008, we
estimate in general two different regression models, a panel model and country by country
estimates from the time series. Findings reveal that overall direct indicators of the integration
have had significant impact on the dispersion of the industries in European countries, while
some other factors have significantly induced the countries to concentrate/specialize in fewer
numbers of industries. On the other hand, due purely to some of the measured integration
and other indicators contained in the model, we observe a definite industrial concentration
only in 3 countries and a definite industrial diversification only in 2 countries of Europe. The
integration indicators and other determinants have affected the industrial distribution
differently across the countries.

Keywords: European Integration, Industrial Concentration, Industrial Specialization,
Regional Clusters

1. INTRODUCTION

Long-run disturbing disparities in various social and economic factors across nations and
regions have urged academicians and politicians to focus on the issue more broadly and
deeply in recent decades. Previous neo-classical theory (Solow, 1956) has not come up well
with the current observed phenomenon and the findings of some recent empirical studies on
which. The earlier empirical studies in the main stream tradition have found some evidence
of convergence, which were weak or frequently conditional (Barro and Sala-i-Martin, 1992;
Mankiw et al. 1992; Islam, 1995), whereas the other studies particularly the ones in different
approaches could not observe any convergence or even observed a divergence across
spatial economic units (Quah, 1990 and 1996; Canova and Marcet, 1995; Pritchett, 1997,
Desdoigts, 1999; Hall and Jones, 1999; Royo, 2010). On the other hand, the latest studies
have observed an economic convergence of the developing and emerging countries towards
the developed ones after the beginning of 1990s in the stronger globalization era, but a
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substantial divergence between the two groups of countries prior to that following the
industrial revolution (Rodrick, 2011; Allen, 2012; Dervis, 2012). However, beyond very few
numbers of those catching up countries in recent two decades, a majority of less developed
countries have remained lagging behind.

Thus, most of the recent observations and the findings of empirical studies in different
approaches have displayed that the economic gaps across geographical units in major part
have not declined, on the contrary increased in some cases. Production factors, various
production industries and other economic activities, and population have concentrated in
certain countries and regions. In this regard, after some economists spelled out some
alternative arguments and approaches to the neo-classical theory and its predictions at the
beginning, in order to build sound alternative theoretical models they had to put forward three
presumptions, which are (i) heterogeneous of spatial units in many aspects, (ii) positive
externalities from concentration of economic activities in location, hence non-decreasing
marginal returns to production factors and increasing returns to scales in production and (iii)
usually non-perfect competition situations in the markets. These three presumptions have
provided a basis for developing different models of explaining the currently observed cross-
section disparities (Fujita and Thisse, 2009). In this path, various types of endogenous
growth models that built in the main stream tradition could predict even divergence in
economic variables across spatial economic units and over time in a spatial economy (Lucas,
1988 and 1990; Romer, 1986 and 1990; Howitt, 2000). Moreover, some theoretical models
and empirical studies have dealt with and investigated the observed economic disparities
across spatial units in different strands; prevalent ones of which are at the one hand “New
Institutionalism Approach” attributed primarily to D. C. North (1990) and at the other hand
“New Economic Geography” attributed primarily to P. Krugman (1991).

Furthermore, the findings and observations of various empirical studies on whether the
globalization and various types of regional integrations of cross-countries have increased the
concentration of economic activities or on the contrary they have led to the dispersion of
those across countries and regions are disputed and inconclusive matter yet. Likewise, the
European countries have experienced a rapidly deepening and widening integration process
particularly in recent two decades. Some studies have investigated the issue, but most of
them are theoretical modeling and simulations of them; empirical studies with real-life data
are still very scarce and do not test sufficiently the impacts of all the integration indicators
together on the concentration of economic activities across European geography.

Socio-economic development disparities across European Union (EU) countries and regions
have expanded further in particular following the enlargement of the integration towards
Central and East European (CEE) countries since 1994. EU has allocated almost one-third of
its budget into the socio-economic policies in order to harmonize the policies and institutions,
and to diminish the structural dissatisfying distinctions across the member or potential
member countries and the regions. Main objective from that is to shift industrial locations
toward peripheral regions as well, rather than directly redistribution of income more equally
across countries and regions (Pfliger and Stdekom 2007). Sala-i-Martin (1996) found a
slow convergence across EU regions between the years 1950-1990, but in the following
years he observed that the cross-regional divergence has getting become stronger especially
as the integration has progressed more. According to Amiti (1999), clusters of economic
activities have multiplied in all EU countries over the further integration years. All of these
developments display that the European regional integration process and the clusters of
industries, employment and incomes are vital issues in the EU agenda (Ottaviano and
Thisse, 2002). EU Commission emphasizes the European Common Market (European
Economic Union) and European Monetary Union (EMU) as vital policy tools in order to
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moderate the dissatisfying socio-economic differences as a priority aim among the others
(EU Commission, 2012).

Therefore, this article investigates whether the recent European integration process has
significantly affected the distribution of manufacturing industries over the European
geography. It tries to explain whether the integration has resulted in the manufacturing
industries to concentrate in certain European countries and led to the specialization of the
countries in certain activities further, or vice versa. In this regard, we adopt an approach in
the version of P. Krugman (1991) and adapt it to develop an empirical model in order to
describe our case in this study as well as benefiting from other empirical studies. By
exploiting panel data regression techniques, we test whether the variables representing the
European integration process have significant impact on the distribution of economic
activities, and determine which way and to what extent they have influenced them.

We could come up with a balanced panel data set that covers 22 European countries and 23
manufacturing industries (ISIC Rev-3) for the period 1995-2008, which are the best available
accompanied data for all the required variables in order to test the argument of this study.
We first calculate a particular concentration (specialization) index of the manufacturing
industries for the European countries. Next, we exploit some proxy indicators for the
European integration process as explanatory variables of the developments in the
concentration index. Following the theoretical and empirical studies of P. Krugman and the
others, we assume that the European integration implies further mobility of commercial
products, production factors, people, ideas, technical-knowledge and technology. Beside a
few others, we use total gross domestic products (GDP) of countries for controlling their
home market (economic size) effects and a distance variable to the core-market for
controlling the transportation costs of the countries in Europe, as well.

On the other hand, Turkey signed the Customs Union agreement with EU at the end of 1995
and it has been a candidate country that has been compromising to qualify towards the
membership since 2004. So, the EU integration has influenced the developments in the
Turkish economy as well, as it has already taken place within the integration process.
Therefore, it is also considerable piece of knowledge for Turkey to determine what factors of
the European integration process, how to and which way, have affected the distribution of
manufacturing industries among the countries.

The results of this work will also shed some light on the question whether the European
integration will cause the manufacturing industries to cluster in the core European countries
in order to benefit from agglomeration economies or on the contrary to disperse towards the
peripheral European countries in order to benefit from the advantages of factor (particularly
labor) costs and the costs of transportation to the countries out of Europe so as to improve
their international competition powers. Thereby, we will predict whether labor and population
will migrate further from the periphery towards the core or vice versa, as well.

We exploit the data set and the defined variables in order to estimate in general two different
regression models. First, by combining the information from both cross-countries and over-
time, we estimate a panel model in order to acquire findings of comparing the cross-countries
and of representative for all Europe. Next, European countries are heterogeneous in many
specific characteristics, so it is quite plausible they have different trajectories of concentration
or diversification in manufacturing industries. Therefore, we examine the impacts of the
integration indicators on the industrial concentration (specialization) of the countries one by
one over their time series data, in addition to the overall investigation through the panel data
method.
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The findings overall reveal that the direct integration factors beside the home market effects
have significantly declined the concentration of European countries in fewer number of
manufacturing industries, whereas some other factors have significantly increased the
concentration and specialization of the countries in certain industries during the period 1995-
2008. On the other hand, due to solely some of the measured integration indicators and
measured other factors contained in the model, we have observed a definite industrial
concentration only in 3 countries (Denmark, Finland and Ireland) and a definite industrial
diversification only in 2 countries (Italy and Sweden) of Europe. The integration indicators
and other determinants have affected the distribution of the industries differently across the
European countries.

This paper provides a summary of the related literature in the next section 2; sources of the
data, definitions of the variables and specification of the empirical model follow that in section
3; estimations and analyses of the findings are submitted in section 4; and the conclusions
are discussed in final section 5.

2. DATA, VARIABLES AND EMPIRICAL MODEL SPECIFICATION

This article investigates whether the recent European integration process has significantly
affected the distribution of manufacturing industries in European countries. It tries to explain
whether the integration has significantly resulted in certain industries to concentrate in certain
countries and hence led to the specialization of them in certain industries further; or in
contrary to that it has led to the industries to diversify more equally in the countries. It also
tries to explain what indicators of the integration and at which direction have had
considerable impacts on the distribution. In this regard, we adopt an approach in the version
of P. Krugman (1991) and adapt it to develop an empirical model in order to explain our case
in this study, as well as benefiting from other empirical contributions. First, by exploiting
panel data regression techniques, we test whether the variables representing the integration
process have had significant impacts on the industrial distribution, and determine which way
and to what extent they have influenced that. Next, we examine the impacts of the integration
indicators on the industrial concentration (specialization) of the countries one by one over
their time series data, in addition to the overall investigation over the panel data.

We could come up with the balanced panel data set that cover the 22 European countries
and 23 manufacturing industries (ISIC Rev-3) for the period 1995-2008, which are the best
available accompanied data for all the required variables in order to test the argument of this
study. The sample of countries consists of 20 EU members, Norway and Turkey. The names
of countries and manufacturing industries are provided in Appendix A (Tables Al and A2).
Employment and the other data sets are collected from the web sources of respectively
International Labor Organization (ILO) and World Bank (WB), which are defined in Appendix
A (Table A3).

Fujita (2010) has adopted international economic geography models in different category,
and many studies have exploited cross-country data as regional units in economic
geography literature so far. We first employ a particular index to calculate concentration
(specialization) of the manufacturing industries across the European countries for each
country and for each year in the period. Applied studies have used various types of indexes
in this context with their different both pros and handicaps. We employ a type of Gini
Coefficient (G, ) that adapted by Ellision and Glaeser (1997), which has been exploited in the
following various works at the same version or at the altered types. This indicator measures
the concentration (specialization) as it gets closer to “1” or the dispersion (diversity) of the
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industries as it gets closer to “0” within a country relative to that of the rest. Because we use
cross-country data Gini coefficients are so small, so considering their more clear visibility we
multiply them by 100 as in the independent variables used in their percentage rates.

Next, following the theoretical and empirical studies of P. Krugman and the others, we
assume that the European integration implies further mobility of commercial products,
production factors, people, ideas, technical-knowledge and technology. Likewise, we exploit
some proxy indicators for the European integration process beside a few of others as
explanatory variables of the developments in the concentration index. Some of the selected
variables are assumed to be direct indicators of the integration while others are assumed to
be indirect indicators of that.

EU Commission (2012) expresses European common market and EMU as the main policy
tools of an integrated Europe. European common market includes not only free movement of
goods, but also involves free movement of production factors and EMU. As direct indicators
of the integration we employ percentage ratio of national external trade volume to national
gross domestic product (GDP) (TRADE,;) as mobility of products and percentage ratio of
national net private foreign capital inflows to national GDP as mobility of capital across the
countries (CAPITAL,,). Transaction costs could have substantial impacts on the distribution
of clusters across regions. High transaction costs could cause the regional decomposition of
economic activities while low transaction costs could result in clustering of economic
activities in certain locations (Combes and Overman, 2003). High transaction costs such as
barriers to the mobility with high tariffs or with non-tariff types of implementations, and high
transportation costs have led firms of countries to produce for their domestic demands in
major part rather than for international common markets (Helble et al. 2007). However,
regional integrations have made easier of firms to produce much more for international
markets by reducing transaction costs (Reynolds, 1997). So, we employ a factor of distance
to the core-market (LnDISTANCE,) in our model so as to control the cross-country
transportation costs in Europe. Considering other transaction costs we include the dummy
variables of European Monetary Union (EMU,,) and of Central and East Europe (CEE;) in the
model. As EMU indicates more deepening of the integration, CEE represents more widening
of the integration towards new members in CEE. It is likely that both groups of countries
could be affected from the integration process differently. Thereby, the variables of TRADE,,
CAPITAL,;, EMU,; and CEE, can be assumed to be direct indicators of the integration.

According to P. Krugman (1991), one of the crucial factors that cause regional clustering of
economic activities is the market size of the domestic local economy so called “home market
effect”. Firms tend to cluster closer to big markets in order to benefit from scale economies.
Hence, firms that respond to larger domestic demands before the integration could more
easily compete in international markets as exporters after the integration. Country that has
greater domestic demand could compete as an exporter in the international market and the
relevant industries could cluster in which. Thereby, we use natural logarithms of GDP’s of
countries (LnGDP,,) in order to control for their home market (size) effects in the model.

Ottoviano and Thisse (2002) emphasize that mobility of labor force increases as its
education level increases. A main reason for which is that developments in the education
and skill levels make easier the educated and skilled labor force to look for new jobs in
different locations and to move to different locations and social environments for new lives
and to transmit their human capitals into there. Other main reason is that the cross-regional
wage disparities that are much sharper most probably for more educated and skilled labor
force rather than for the less educated labor force, which motivate further the mobility of
more educated labor force across regions. Hence, we can assume that more educated
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people can accelerate the integration process so that countries with more educated people
can benefit further from the integration process through more mobility of their population both
across regions within a country more likely or across countries less likely. So, as the
integration progresses, a country with more educated labor force is more probably open to
clustering of economic activities in certain locations, ceteris paribus. In addition, the
existence of and accessibility to educated and skilled labor force in the location is accepted
as a vital factor for clustering of economic activities in there in many theoretical and empirical
studies. Thereby, we contain percentage rate of country population with higher education
degree in the population (HIGHEREDU, ;) in our model as an explanatory proxy for an
indirect indicator of the integration. We exploited the higher education indicator because
when the other education stages are considered there are not big variations across
European countries.

Likewise, as an indicator of high-quality of production, accumulated-knowledge and
technology level, the percentage ratio of high-tech product exports to national exports
(HIGHTECH,,) is employed in the model. Many theoretical and empirical studies show that
high-tech production activities are highly concentrated in specific locations. In addition, we
assume a time deterministic trend that assigns a number to each year starting from 1 for year
1995 until 14 for year 2008 (TIME),). It is included to capture stable proportionate increases in
the Gini index over time. Definitions and descriptive statistics of the variables are provided in
the appendix (Tables A3 and B1).

Therefore, we define in general two different regression models in order to estimate and test
the impacts of the integration indicators on the industrial distributions of European countries
by employing the data set and the variables defined above. First, we specify the following
multivariate process of general empirical model, which is linear in its parameters, considering
the panel data techniques;

G, =a + BrLnGDP,; + B»TRADE, + BCAPITAL,++ B+HIGHEREDU, .+
Bs-HIGHTECH, + Bs-LnDISTANCE, + B1EMU,+ Be:CEE, + Bo TIME+ @, + @ + €1 (1)

where local coefficient of Gini index (0 < G,;< 1) forcountryr(r=1, 2, ..., 22) and yeart (t =
1995, 1996, ..., 2008) is calculated as

Gu= (4 )’ @)

L;, = total employment of industry i (i=1, 2, ..., 23) in country r
L; = total employment of industry i in the 22 European countries
L, = total employment in country r

L = total employment in the 22 European countries.

a is intercept parameter and 3's are slope parameters of the considered variables. ¢, implies
possible country-specific effects and g, implies possible time-specific effects. We decide to
estimate the model with the most proper method after testing those effects and certain other
concerns by a procedure of model selection tests. At last, we may assume the residual-error
terms across countries and years (€, are distributed randomly with mean zero and known
statistical characteristics.

Next, the time series form is specified by dropping the time invariant variables and EMU
dummy from the panel model above for the country by country estimates as follows;
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(3) G¢ =0 + ©1:.LnGDP; + ©,»TRADE; + ©3.CAPITAL; + ©,HIGHEREDU; + ©5:HIGHTECH; +
eg*TIMEt + nt

where the variables are as defined above but only in their time varying forms. & is intercept
parameter and ©'s are slope parameters of the considered variables. The error terms over
the years (ny) are distributed randomly with mean zero and known statistical characteristics.

3. REGRESSION ESTIMATIONS AND ANALYSES OF EMPIRICAL FINDINGS

We first check common unit roots of the variables and then try to determine the most suitable
estimation method by a model selection procedure based on the panel data. Following that,
we analyze the empirical findings from the panel data estimates. Next, we analyze the results
from the country by country time series estimates.

An agreement does not exist on the issue in the literature yet, so it is still an unsolved
empirical matter; and hence before reaching sound empirical findings, we do not want to
speculate on the directions and the sizes of the impacts of the integration and other variables
on the industrial distribution in European countries.

3.1. Results from panel data estimation procedure

In order to avoid spurious regression, the unit roots of the relevant variables are searched
first. With regard to Levin, Lin & Chu common unit root test, all the variables are found to be
statistically stationary at 1% level but only one at 5% level of significance when the form with
individual intercept and trend is chosen (Table 1). In addition, following Westerlund (2007)
we have checked the co-integrations between the dependent variable and the independent
variables one by one; and found significant co-integrations for all the variables with regard to
at least two statistics but for CAPITAL,; with regard to one statistic at 5% level or less (see
Appendix B, Table B2).

Table 1: Levin, Lin & Chu common unit root tests (N=308 with CS=22 & TS=14)

Ho: Common unit root process

Variables Individual Intercept Individual Intercept and Trend
t-statistic Prob. t-statistic Prob.
Gt -2.460" 0.0070 -3.644" 0.0001
LnGDP,; 10.240 1.0000 -3.910" 0.0000
TRADE,; -2.339" 0.0097 -4.654" 0.0000
CAPITAL, -5.451" 0.0000 -6.671" 0.0000
HIGHEREDU, 0.726 0.7660 -6.436" 0.0000
HIGHTECH, -3.154" 0.0008 -2.143° 0.0161

Note: (**) and (*) indicate significance levels respectively at 1% and 5%.

Next, in order to decide the most proper estimation method we follow a procedure of model
selection tests in Table 2. Unit effects and time effects are jointly and separately tested by
using a likelihood ratio test (see Baltagi, 2005). We have found only statistically significant
cross-section effects, but not period effects at 1% or 5% levels of significance. According to
Hausman Test, we could not reject the null hypothesis that the existing cross-section effects
are random at 5% level of significance. Hence, we come up with an

estimation method of the panel model with one-way cross-section random effects, which is a
consistent and more efficient estimator (see Wooldridge, 2002).
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Table 2: Selection tests of model estimation procedure on the panel data set, N = 308
(CS=22 and TS=14)

Ho: Hypothesis Test Statistic  Signif. Level
. . . X? Prob. > X*
No cross-section effects and no time-series effects 507 83" 0.0000
No cross-section effects or no time-series effects X2 Prob. > X*
No cross-section effects 520.18" 0.0000
No time-series effects 0.0000 1.0000
- X? Prob. > X*
Random cross-section effects (Hausman) 194 0.9963
Homoscedastic cross-section variances of error terms
(Levene, Brown and Forsythe); W ~ F (Snedecor F F Prob. > F
Table)
Wy 11.74" 0.0000
Wi 7.317 0.0000
Wi 10.84" 0.0000
No autocorrelation between time series error terms X2 Prob. > X*
ALM 17.83" 0.0000
LM (Joint test) 1203.71" 0.0000
No correlation between cross-section error terms NG Critical X2
(Frees)
a=0.01 2.995” 0.3603
a=0.05 2.995 0.2431

Note: (**) and (*) indicate significance levels respectively at 1% and 5%.

Moreover, we test plausible concerns about the deviations from basic econometric
assumptions of constant variance across units and within units over time, serial correlation
over time and cross-units correlation of the error terms in the estimated model over the panel
data set. If at least one of these violations exists, it means our test statistics and hence
parameter tests and their confidence intervals are not valid even though our parameter
estimates are unbiased and consistent. In such a situation, we should use some techniques
that take care of these concerns (Tatoglu, 2012). In detecting whether the variances of errors
are the same (homoskedastic) or not (heteroskedastic) in a random effects model we can
use the Levene, Brown and Forsythe test, which is proceeded by comparing W, statistic,
which is resistant even to a non-normal distribution, to the Snedecor F-table values. The test
results reject the null hypothesis of the equal variances at 1% level of significance, so a basic
assumption of equal variances of errors is violated. This result is quite usual in empirical
studies of cross-units data (Asteriou and Hall, 2007), as in our case here that the cross-
country heterogeneity is considered in many respects. In order to uncover if any
autocorrelation problem exists or not in random effects estimation model the test of Lagrange
multiplier (LM) and adjusted Lagrange multiplier (ALM) is widely used (Baltagi, 2005).
According to the tests of ALM and LM we reject the null hypothesis of no-autocorrelation
between the errors at 1% level of significance. Also, it is quite common of a significant
correlation to arise across certain spatial units in empirical studies exploiting the data over
certain cross-regions or certain cross-countries because of spatial dependencies in many
aspects as in our case here. Cross-units correlation has become a problem to be paid a
serious attention recently in empirical studies on cross-units (Baltagi, 2005). We use an
ordinary test of Frees (1995), since the calculated chi-square (X?) is higher than the table
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critical value we reject the null hypothesis of no correlation between cross-section error terms
at 1% level of significance (see Table 2).

Thus, statistically the three basic econometric assumptions are violated based on the
relevant tests. Our panel model produces significantly different variances across units and
within units over time, serial correlation over time and cross-units correlation of the error
terms. So, after deciding on the cross-country random effects model on the basis of the
relevant tests above, we implement a type of generalized least squares (GLS) method that is
highly resistant to these three problems (see Greene, 2002; Baltagi, 2005). Thereby, we
could reach the unbiased, consistent and more efficient estimates of the parameters and the
valid consistent test statistics. The empirical estimates and test statistics from the panel data
set based on the relevant model and on the relevant estimation method are displayed in
Table 3.

We have used total 308 observations of the panel data set that consist of 22 countries and
14 years in estimation of the model. According to Wald X? statistic the estimated model is
jointly significant at 1% level. Variation in the independent variables explains around 40% of
the variation in the dependent variable. Also we have checked the possibility of high multi-co-
linearity problem between explanatory variables by using variance inflation factors (VIF), and
we have not faced such a problem (see Table A4 in the Appendix).

Table 3: Estimates of the impacts of EU integration indicators on the distribution of
manufacturing industries within European countries from panel data set, 1995-2008
Estimation Method:

Dependent Variable: G, GLS
Indgpendent Coefficient Estimate Z-Statistic Prob.>  Elasticity
Variables 1ZI
Constant 11.9727" 8.30 0.000 --
LnGDP,, -0.5133" -13.77 0.000 -0.2775
TRADE;, -0.0061" -4.99 0.000 -0.2778
CAPITAL,, -0.0042" -2.56 0010 , -0.0006

' (-0.04, 0.09)
HIGHEREDU, 0.0186" 4.09 0.000 0.1026
HIGHTECH,, 0.0133" 3.44 0.001 0.1009
LnDISTANCE; 0.4486" 3.55 0.000 0.2425
EMU, -0.2110” -6.56 0.000 -
CEE, -0.3948" -3.88 0.000 -
TIME, 0.0601" 10.32 0.000 -
N (CS x TS) 308 (22 x 14)
Wald X? (Prob. > X?) 331.57" (0.000)
R? 0.406
Adjusted-R? 0.388

Note: (**) and (*) indicate significance levels respectively at 1% and 5%.

All the coefficient estimates of the variables are statistically significant at 1% level, except
one at 5% level. On average, countries that have greater economic sizes (LnGDP,,) have
less concentrated in the manufacturing industries. Home market effects have resulted in
diversification of the industries rather than specialization of countries in fewer numbers of the
industries. There appears a negative correlation between the industrial concentration and the
direct integration factors (TRADE,; CAPITAL;;, EMU.; and CEE,) as well. Overall, the
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European integration process has lessened the concentration rather than led to the
specialization of countries in fewer industries of the manufacturing. Higher rates of trade
volumes and net private capital inflows have caused the countries to diversify across the
industries. EMU members and CEE countries have concentrated respectively about 0.21 and
0.39 points of less than the rest of the countries in the sample as given the average value of
the concentration index (G, is 1.85.

On the other hand, countries that have the greater rates of higher education graduates in
population (HIGHEREDU,,) and of high-tech product exports in total exports (HIGHTECH, )
have concentrated in fewer numbers of the industries. So, human capital and high
technology capacity have caused the countries to specialize in certain industries. Also,
countries that are at the more distant geography from the European market core
(LnDISTANCE,) have specialized relatively more in certain industries. Moreover, overall the
factors beyond those covered in the model have led the countries to concentrate in certain
manufacturing industries over time (TIME;).

Furthermore, because of using differently defined variables in the model in order to compare
their impact sizes we have calculated the elasticity coefficients of the relevant variables
based on the coefficient estimates and the values of the variables. The elasticity coefficients
are displayed at the last column of Table 3. On average, external trade volume and size of
national economy have the highest impacts on the dispersion of manufacturing industries in
European countries, whereas net foreign private capital inflows have relatively much smaller
impact on that. For instance, if an ordinary country has higher GDP or higher rate of external
trade volume by a 10%, it would have a lower concentration by about 2.8%, which would
have a concentration coefficient of 1.80 points instead of the average of 1.85 points by about
0.05 points of less. Nevertheless, if a country has higher rate of private foreign capital inflows
than the ordinary one by a 10%, then it would have a lower concentration than that by only
about 0.006%; if the country has the highest rate of net inflows, then it would have a lower
concentration than the mean country by around 0.4%; or if the country has the highest rate of
net outflows, then it would have a higher concentration by around 0.9% than the
representative country.

On the other hand, distance to the European core market has the highest impact on the
concentration and specialization of European countries in fewer numbers of manufacturing
industries. Human capital and technology indicators follow it by the impacts less than its half
size of that. For example, if a country has a longer distance than the representative one to
the European core by a 10% (i.e., 1100 km. instead of 1000 km.), then it would have a
greater concentration by about 2.4%. However, if a country has a greater ratio of higher
education graduates to the population or a greater ratio of exports of high-tech products to
the total exports relative to the ordinary country by 10%, then it would have a higher
concentration and specialization of the industries by around 1% relative to the representative
country.

3.2. Results from country by country estimates on time series data

European countries are heterogeneous in many specific characteristics, so it is quite
plausible they have different trajectories of concentration or diversification in manufacturing
industries. Also, the disparate specialization or dispersion paths of the countries in the
industries could have been affected diversely by different factors. Therefore, we examine the
impacts of the integration indicators on the industrial concentration (specialization) of
countries one by one over their time series data, in addition to the overall investigation over
the panel data. We first employ the six variables of time-series variant and cross-countries

117



10th EBES Conference Proceedings

invariant from the ones in the earlier panel model (Eq. 2) for each country (Eq. 3) and then
select the most efficient model of estimation based on Akaike Information Criterion (AIC).
Given the 14 observations of annual time series data and hence the concern that the
confidence to the empirical results declines sharply as long as more parameters are imposed
on the model with lower degrees of freedom, it seems much better to estimate the model with
the least relevant parameters. This approach also helps solve high multi-co-linearity problem,
but not totally. Some estimates still contain high collinear variables when the variables of
LnGDP; and TIME; are included in the models of some countries. Half of the country
estimates carry the problem of possible autocorrelation based on the Durbin-Watson (D-W)
statistic. In order to minimize this concern we also use Newey-West heteroskedasticity and
autocorrelation (HAC) consistent standard errors. So, we should pay extra caution in
interpretation of the results. Therefore, we only consider the signs of the significant estimates
in our analysis here. Results from the country by country estimates from their time series
data sets and their test statistics are given in Table 4.

All the estimated models are statistically significant at 1% level except two of them at 5%
level by the join F statistic test. Fits of the estimated models into the data distribute roughly
between 0.40 and 0.93 by their adjusted R? values. Growing economic sizes (LnGDP)) of the
10 European countries have significantly affected their further diversification across various
manufacturing industries while which have caused the 6 countries to concentrate and
specialize more in certain manufacturing industries during the period 1995-2008. However,
the developments in economic sizes of the rest 6 countries have not had a significant impact
on their industrial distribution.

Growing home markets have affected the countries that have the greatest economic sizes
differently. Developments in their economic sizes have declined the industrial concentration
in Italy (IT) and Great Britain (GB) while they have increased the industrial specialization in
Germany (DE) and Spain (ES), but have not had a significant impact on the industrial
distribution in France (FR). Only this factor has had a significant impact on the further
industrial diversification of Italy and on the further industrial specialization of Ireland (IE). It
has caused the industrial dispersion in more of relatively small economies than otherwise.

Developments in the foreign trade intensities (TRADE; have moderated the industrial
concentration in 7 countries (beyond DE and GB, which are relatively small economies) while
they have increased it in 3 countries (including FR), but not had a significant impact on the
concentration in the rest 12 countries. On the other hand, net foreign private capital
movements (CAPITAL;) have surged the industrial concentration in 5 countries (FR and DE,
and the 3 relatively small economies) as they have diminished it in 4 countries (including
FR), but not had a significant impact on that in the rest 13 countries. So, this factor has not
been significantly effective in the industrial concentration of most of the countries.

Developments in the higher education graduates (HIGHEREDU;) have increased the
industrial concentration in 6 countries (including GB) and decreased it in 3 countries
(including ES), but not significantly affected the industrial distribution in the rest 13 countries.
So, this human capital indicator has not been significantly effective in the industrial
concentration of most of the countries as well. Developments in the high-tech exports
intensities (HIGHTECH,;) have escalated the industrial specialization in 7 countries
(containing DE and GB) and reduced it in 5 countries (containing FR), but not affected the
industrial distribution significantly in the rest 10 countries. Thus, both human capital and
technology indicators have appeared to increase (if they could be effective) the industrial
concentration and specialization mostly in the relatively small size of economies.
Consequently, developments in the factors beyond those contained in the model and
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mentioned above (TIME;) have raised the industrial specialization in 7 countries and dropped
it in 3 countries, but not affected the industrial distribution in 12 countries during the period.

We have observed that all together at least one or more of the integration indicators
and/other factors have completely surged the industrial concentration (specialization) only in
3 countries and the industrial diversification only in 2 countries of Europe. In Denmark higher
education graduates and exports of high-tech products; in Finland external trade, foreign
capital inflows and exports of high-tech products; and in Ireland only the economic size have
led only to the further industrial concentration. However, in Italy only the economic size; and
in Sweden the economic size and foreign capital inflows have led only to the further industrial
diversification.

Furthermore, we check whether the integration process has influenced the industrial
distribution in the groups of the largest 5 economies and the CEE countries differently. In
Germany, the developments in its economic size, net foreign private capital inflows and high-
tech exports have increased the concentration and specialization in certain industries as only
the development of its external trade has had a significant impact on the industrial
diversification during the period. In France, while the external trade and net foreign private
capital inflows have surged the further industrial concentration, only the high-tech exports
has lessened the industrial specialization. In Great Britain, developments in the economic
size and external trade have contributed to the industrial dispersion while higher education
graduates and high-tech exports have surged the industrial specialization. In Italy, simply its
economic size has had a significant impact on the further industrial diversification. In Spain,
while the economic size and the indicators beyond the model have contributed to the
industrial concentration, the intensity of higher education graduates has lessened the
industrial specialization.
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Table 4: Estimates of the impacts of EU integration indicators on the distribution of
manufacturing industries, country by country from time series, 1995-2008

Dependent Variable: G; Estimation Method: LS and N = 14
Independent
Varlables (1) AT (2 cz (3) DK (4) FI (5) FR (6) DE
Constant -19.64 -6.586 0.5719" 0.5890" -0.0103 -19.54"
(0.0000) (0.0002) (0.0005) (0.0121) (0.8716) (0.0006)
- 0.7485 0.2482 - - - 0.6678
t (0.0000) (0.0021) _ (0.0006)
-- - - 0.0101 0.0187 -0.0034
TRADE, (0.0028)  (0.0000)  (0.0225)
-0.0304 - - 0.0171 0.0072 0.0177
CAPITAL: (0.0087) * _ (0.0056)  (0.0071)  (0.0035)
-- 0.1986 0.0406 - - -
HIGHEREDD: .. (00689)  (0.0001)
0.0637 - 0.0144 0.0221 -0.0245 0.0938
HIGHTECH, (0.0001) _(0.0011)  (0.0011)  (0.0001)  (0.0000)
-- -0.0510 - - - -
TIME, (0.0089)
F 23.15 22.25" 21.88" 11.037 28.97 22.08"
(Prob. > F) (0.0001) (0.0001) (0.0001) (0.0016) (0.0000) (0.0001)
Adjusted-R? 0.836 0.831 0.763 0.698 0.866 0.866
AIC -1.228 -3.536 -3.254 -2.206 -4.341 -2.883
D-W 1.809 2.349 2.380 1.940 1.998 1.929
Independent
Variables (7) GR (8) HU (9) IE (10) IT (11) LV (12) LT
Constant 6.231 5.796 -25.90 11.51 77.59 50.25
(0.0001) (0.0011) (0.0000) (0.0000) (0.0001) (0.0001)
LnGDP; - -0.1978™ 1.1147 -0.3870" -3.1797 -1.9777
(0.0031) (0.0000) (0.0000) (0.0003) (0.0003)
TRADE; - - - - -0.0260° -0.0183"
(0.0735) (0.0120)
CAPITAL, -0.0427 0.01557 - - - -0.0530"
(0.1025) (0.0056) (0.0355)
HIGHEREDU;, -0.5189" - - - - --
(0.0181)
HIGHTECH;, -0.0584"" - - - -0.2447" --
(0.0058) (0.0145)
TIME, 0.1784° - - - 0.62337  0.3011"
(0.0616) (0.0000) (0.0001)
F 8.90 19.74" 52.48" 29.92 26.73 19.66
(Prob. > F) (0.0034) (0.0002) (0.0000) (0.0001) (0.0001) (0.0002)
Adjusted-R? 0.709 0.743 0.798 0.690 0.888 0.852
AIC -0.426 -2.047 0.319 -2.478 0.862 -0.844
D-W 1.663 1.771 2.707 2.318 2.067 1.702
Independent
Variables (13) NL (14) NO (15) PL (16) PT (17) RO (18) SI
Constant -8.149 5.150 15.95 -84.81 29.03 19.58
(0.0380) (0.0005) (0.0001) (0.0003) (0.0012) (0.0000)
LnGDP - - -0.5720°  3.6005" -1.2427 -0.7857"
t (0.0003) (0.0002) (0.0008) (0.0001)
TRADE - -0.0276°  -0.0104 - 0.0247" -0.0087"
t (0.0701) (0.0067) (0.0146) (0.0352)
- - - 0.0494 - -
CAPITAL, (0.0004)
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Table 4. (continued)

0.7551" -- -- -0.7788" -- 0.1248"
HIGHEREDU! (0.0102) (0.0000) (0.0103)
0.0637 -0.0481 - 0.0984 - -
HIGHTECH, (0.1292)  (0.0001) _ (0.0656)
TIME -0.2058 0.0308 0.0674 -0.1851 0.2982 -
t (0.0589) (0.0035) (0.0000) (0.0014) (0.0001)
F 11.73 3.927 30.15 34.217 51.45 12.38"
(Prob. > F) (0.0013) (0.0436) (0.0000) (0.0000) (0.0000) (0.0011)
Adjusted-R? 0.712 0.402 0.871 0.927 0.921 0.724
AIC 1.200 -0.974 -3.073 -1.436 0.097 -1.836
D-W 1.965 1.644 1.603 2.496 2.449 2.513
Independent
Variables (19) ES (20) SE (21) TR (22) GB
Constant -6.570 30.57" 26.13" 36.65
(0.0524) (0.0000)  (0.0004)  (0.0197)
L nGDP 0.3142 -1.0251 -0.8674 -1.2968
t (0.0139) (0.0001) (0.0012) (0.0221)
- - - -0.0516
TRADE, ) (0.0196)
- -0.0136 - 0.0132
CAPITAL _(0.0477) (01639
-0.1773 - 0.2479 0.2124
HIGHEREDU! (0.0005) (0.0078)  (0.0219)
- - -0.0921 0.0205
HIGHTECH ) (0.0542)  (0.0164)
0.0749 - - -
TIME (0.0220) )
F 10.14 55.44 7.58 4.12
(Prob. > F) (0.0022) (0.0000) (0.0062) (0.0379)
Adjusted-R? 0.678 0.893 0.603 0.545
AIC -3.035 -1.725 -0.589 -1.157
D-W 1.558 2.598 2.498 2.007

Note: Most efficient model is selected based on Akaike Information Criterion (AIC). Significance levels of the
estimates are provided within the parentheses which relay on Newey-West HAC-consistent standard errors. (***),
(**) and (*) indicate significance levels respectively at 1%, 5% and 10%.

4. CONCLUSION

Overall, the European Countries that have the greater economic sizes have relatively less
concentrated in manufacturing industries during the years 1995-2008. The direct European
integration factors have had significant impacts on the industrial dispersion of countries
rather than on the specialization of them in fewer numbers of the industries. Higher external
trades and capital inflows have caused the countries to diversify across the industries. Also,
EMU members and CEE countries have experienced significantly less industrial
concentration and specialization than the rest of the European countries in the period.

However, countries that have the greater higher education graduates and high-tech product
exports have concentrated in fewer numbers of the industries. So, human capital and high
technology capacity have caused the countries to specialize in certain industries. Also,
countries that are on the more distant geography from the European market-core have
specialized relatively more in certain industries. Moreover, the factors beyond those covered
in the model have led the countries to concentrate further in certain manufacturing industries
in the period.
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On average, external trade and size of national economy have the highest impacts on the
dispersion of manufacturing industries in the countries. However, distance to the European
market-core has the highest impact on the concentration and specialization of European
countries in fewer numbers of the industries. Human capital and technology indicators follow
it by the impacts less than its half size of that.

On the other hand, due to solely some of the measured integration indicators and measured
other factors contained in the model, we have observed a definite industrial concentration
only in 3 countries (Denmark, Finland and Ireland) and a definite industrial diversification only
in 2 countries (Italy and Sweden) of Europe. In general, the integration indicators and other
factors have affected the industrial distributions of European countries differently during the
period. Growing economic sizes of the countries and external trades have significantly
affected their further diversification across various industries in more instances, particularly in
more of the relatively small economies during the period.

However, net foreign capital inflows have surged the industrial concentration only in 5
countries. Both human capital and technology indicators have appeared to increase (if they
could be effective) the industrial concentration and specialization mostly in the relatively
small size of economies. Consequently, developments in the factors beyond those contained
in the model have raised the industrial specialization in 7 countries and dropped it in 3
countries, but not affected the industrial distribution in the rest during the period.

So briefly, some of the integration indicators and other factors have caused the industrial
dispersion in more of the relatively small economies than otherwise. Furthermore, we could
not observe a certain pattern for the 5 greatest sizes of economies. Developments in the
economic sizes and external trade have increased the industrial dispersion in major part of
the CEE countries, whereas the factors beyond the model have had significant impact on the
further industrial concentration in most CEE countries. In Turkey, developments in the
economic size and exports of high-tech products have encouraged the diversification of
manufacturing industries, whereas merely the increasing higher education graduates have
strengthened the industrial concentration during the period 1995-2008.
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APPENDIX A: Definitions of Variables and Sources of Data

Table A1. European Countries Employed in the Analysis and their Situations in the EU

Integration
EU member EMU member CEE
No | Cod | Country (years) (years) country
1| AT | Austria (-1995-2008+) (1999-2008+) -
2 | CZ | Czech Republic (2004-2008+) - Yes
3 | DK | Denmark (-1995-2008+) - -
4| FI Finland (-1995-2008+) (1999-2008+) -
5| FR | France (-1995-2008+) (1999-2008+) -
6 | DE | Germany (-1995-2008+) (1999-2008+) -
7| GR | Greece (-1995-2008+) (2001-2008+) -
8 | HU | Hungary (2004-2008+) - Yes
9|IE | lIreland (-1995-2008+) (1999-2008+) -
10| 1T | ltaly (-1995-2008+) (1999-2008+) -
11| LV | Latvia (2004-2008+) - Yes
12 | LT Lithuania (2004-2008+) - Yes
13 | NL | Netherlands (-1995-2008+) (1999-2008+) -
14 | NO | Norway -- - (Yes)
15 | PL | Poland (2004-2008+) - Yes
16 | PT | Portugal (-1995-2008+) (1999-2008+) -
17 | RO | Romania (2007-2008+) - Yes
18 | SI Slovenia (2004-2008+) (2007-2008+) Yes
19 | ES | Spain (-1995-2008+) (1999-2008+) -
20 | SE Sweden (-1995-2008+) - -
21| TR Turkey - - (Yes)
22 | GB | United Kingdom (-1995-2008+) - --

Note: Even though Norway and Turkey are not EU and CEE countries, they are represented
as in the CEE group in the CEE dummy.
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Table A2. Manufacturing Industries Employed in the Analysis (ISIC Rev-3)

No | Cod | Sectors

1 15 | Manufacture of Food Products and Beverages

2 16 | Manufacture of Tobacco Products

3 17 | Manufacture of Textiles

4 18 | Manufacture of Wearing Apparel; Dressing and Dyeing of Fur

5 19 Tanning and Dressing of Leather; Manufacture of Luggage, Handbags,
Saddlers, Harness and Footwear

6 | 20 Manufacture of Wc_Jod and of Products of Wood and Cork, except Furniture;
Manufacture of articles o

7 | 21 | Manufacture of Paper and Paper Products

8 | 22 | Publishing, Printing and Reproduction of Recorded Media

9 | 23 | Manufacture of Coke, Refined Petroleum Products and Nuclear Fuel

10 | 24 | Manufacture of Chemicals and Chemical Products

11 | 25 | Manufacture of Rubber and Plastics Products

12 | 26 | Manufacture of Other Non-Metallic Mineral Products

13 | 27 | Manufacture of Basic Metals

14 | 28 | Manufacture of Fabricated Metal Products, except Machinery and Equipment

15 | 29 | Manufacture of Machinery and Equipment NEC

16 | 30 | Manufacture of Office, Accounting and Computing Machinery

17 | 31 | Manufacture of Electrical Machinery and Apparatus NEC

18 | 32 Manufacture of Radio, Television and Communication Equipment and
Apparatus

19 | 33 Manufacture of Medical, Precision and Optical Instruments, Watches and
Clocks

20 | 34 | Manufacture of Motor Vehicles, Trailers and Semi-Trailers

21 | 35 | Manufacture of other Transport Equipment

22 | 36 | Manufacture of Furniture; Manufacturing NEC

23 | 37 | Recycling
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Table A3. Definition of the Variables and Sources of the Data Set

Variables

Description of the Variables

Sources of the
Data

As dependent variable, local coefficient of Gini index
measures the concentration (specialization) or
dispersion (diversity) of the 23 manufacturing
industries (ISIC Rev-3) within country. Index values
that compounded between 0 and 1, are multiplied by
100 in the regression estimates so as to make the
estimates more visible.

www.ilo.org*

LnGDP,;

Natural logarithm of national GDP

www.worldbank.org

TRADE,,

Percentage ratio of national foreign trade volume to
national GDP

www.worldbank.org

CAPITAL,;

Percentage ratio of national net private foreign
capital inflows to national GDP

www.worldbank.org

HIGHEREDU:;

Percentage ratio of national higher education
graduates to national population

www.worldbank.org

HIGHTECH,;

Percentage ratio of high-tech product exports to
national exports

www.worldbank.org

LnDISTANCE,

Natural logarithm of distance from capital city of
country to the EU center, Brussels

maps.google.com

EMU,,

A dichotomy variable that controls whether country is
member of European Monetary Union or not and if it
is member then it controls its membership years as
well.

WWw.europa.eu

CEE,

A dichotomy variable that separates Central and
Eastern European Countries from the rest.

www.europa.eu

TIME;

A time deterministic trend that assigns a number to
each year starting from 1 for year 1995 until 14 for
year 2008.

Note: subscript r represents certain country from 22 European countries (1, 2, ..., 22) in the
sample and subscript t represents certain year (1995, 1996, ..., 2008) in the period 1995-
2008. * Employment data by manufacturing industries in the European countries are
collected from ILO Table 2F in order to calculate the local concentration index of Gini (G.y. A
couple of missing data regarding some countries and years on some variables are fixed by
using their annual average growth rates, provided that the series do not have missing values
more than two years.
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APPENDIX B: Descriptive Statistics and Co-integration Tests on Panel Data

Table B1. Descriptive Statistics and VIF of the Panel Data Set Variables, N = 308 (CS=22 &

TS=14)

Variable Mean | Stand. Dev. | Min. | Max. | VIF
Gt 1.85 1.35 0.29 | 6.42 -
LnGDP, 26.07 1.48 22.38 | 28.92 | 5.24
TRADE;, 84.26 31.66 38.73 | 182.88 | 3.99
CAPITAL 0.25 6.17 -39.94 | 19.70 | 1.30
HIGHEREDU,,; | 10.20 4.30 0.68 | 22.90 | 1.82
HIGHTECH,;: | 14.04 10.15 1.21 | 47.84 | 3.33
LnDISTANCE, | 7.06 0.67 5.31 8.04 |2.44
EMU, 0.32 0.47 0 1 1.86
CEE, 0.41 0.49 0 1 3.04
TIME; 7.50 4.38 1 14 | 2.37
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Table B2. Westerlund ECM Panel Co-integration Tests (N=308 with CS=22 & TS=14)

Dependent Variable: G,; Ho: No co-integration

Independent Variables Statistic Z-value Probability

Gt -67.302" 0.000

LnGDP,, Ga -8.892" 0.000

Pt -1.244 0.107

Pa -0.567 0.285

Gt -32.190" 0.000

TRADE,, Ga 0.524** 0.700

Pt -5.405 0.000

Pa -2.054 0.020

Gt -18.268" 0.000

CAPITAL,, Ga 1.578 0.943

Pt -1.177 0.120

Pa -0.869 0.193

Gt -75.929" 0.000

HIGHEREDU,, Ga -2.202** 0.014

Pt -6.135 0.000

Pa -1.662 0.048

Gt -83.227" 0.000

HIGHTECH,, Ga 1.010 0.844

Pt -1.159 0.123

Pa -4.584” 0.000

Gt -3.029” 0.001

LnDISTANCE, Ga 0.340** 0.633

Pt -9.509 0.000

Pa -11.985" 0.000

Gt -15.291" 0.000

EMU,, Ga -3.919*; 0.000

Pt -11.635 0.000

Pa -13.817" 0.000

Gt -3.029" 0.001

CEE. Ga 0.340** 0.633

Pt -9.509 0.000

Pa -11.985" 0.000

Gt -22.3217 0.000

TIME, Ga -22.432" 0.000

Pt -0.907 0.182

Pa -12.762" 0.000

Note: (**) and (*) indicate significance levels respectively at 1% and 5%.
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Abstract: We introduce a novel equilibrium asset-pricing model, which we build on the
relationship between Conditional Value-at-Risk (CVaR) and the expected return. This
approach of risk measure allows us to get rid of the normality condition of returns. Combining
the CVaR risk measure method with our regression model, nonrealistic assumptions — such
as rational and risk—averse investors, unlimited leverage opportunity and price-taker
investors — of the most commonly used models can be almost entirely omitted. In our model
we define the optimal choice for every single investor. Aggregating the required returns,
allows us including different leverage constraints and margins, thus we do not assume
unlimited borrowing for risk-free interest rate. Furthermore, based on the anchoring effect in
Prospect Theory risk-seeking behavior can be explained and implemented in our model. On
the other hand, the aggregation method to calculate expected returns allows price-maker
investors having great influence on price movements (in case of a block transaction or in a
non-liquid market segment).

Keywords: Behavioral Finance, Asset Pricing, Prospect Theory, Anchoring, Conditional
Value-at-Risk

1. INTRODUCTION

We construct an equilibrium asset pricing model that, contrasting the standard models using
Expected Utility Theory (EUT), is based on loss-averse investors described by the Prospect
Theory (Kahneman and Tversky, 1979). We approximate loss-aversion by Value-at-Risk
(Campbell et al. 2001; Jorion, 2007) and Conditional-Value—at—Risk (Rockafellar and
Uryasev, 2000), by which we can define the expected loss weighted by its probability. We
apply the assumption that in some cases investors define a reference point on their utility
curve, resulting in an anchoring, thus they do not refuse risk, moreover they start to follow
risk-seeking behavior to an extent (Ariely et al. 2003), since their expected utility can be
maximized in this behavior. Furthermore, our regression is more realistic than standard asset
pricing models from another point of view, namely we do not assume the returns to be
normally distributed. The results we present in this paper somewhat different from the well
known models approximating expected return by standard deviation — such as the Modern
Portfolio Theory (Markowitz, 1959), or the Capital Asset Pricing Model (CAPM) (Sharpe,
1964; Lintner, 1965; Mossin, 1966) —, as we change the risk parameter from standard
deviation to Conditional-Value—at—Risk (CVaR). Our model omits the assumption of price—
taker investors and allows significant price—making activity by block transactions or in non—
liquid market segments. We also allow limited borrowings, different leverage constraints and
interest rates for every single investor. Therefore, we define a more realistic and precise way
to explain individual optimization method, and by approximating the expected return through
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the aggregation of investors' required returns, we create a model that describes expected
return without using the most significant unrealistic assumptions of standard asset pricing
models. About fifty years ago, importance of asset pricing has reached a point that it required
a model. Scholars in the field have built the first regressions in order to have at least one
asset-pricing model. Investors often use these approximations nowadays too, however,
these standard models had many unrealistic assumptions that could be omitted applying
modern technological background. The most commonly used model, the CAPM defines three
area of limitation: the first states there is a perfect market consisting of four assumptions (1)
investors have constant preferences, (2) are price—takers, (3) are perfectly informed and (4)
there is no transaction cost. The second area of limitation describes the investors' behavior
stating that (1) they are rationally risk—averse, therefore they hold efficient portfolios defined
by Markowitz and (2) due to their rationality and perfect information have homogenous
expectations. The last area of limitation states that (1) there exist risk—free assets besides
risky portfolios and (2) they can borrow infinite amount of money on this risk—free interest
rate. Through our model the assumptions of risk—averse and price—taker investors, normal
distribution of returns (thus the required linear regression between risk and expected return
(Erdos et al. 2010, 2011)) and unlimited borrowing on risk—free interest rate can be omitted,
furthermore using the results of Meng et al. (2011) it can be applied as a multi—period model.

In the following chapter we describe the applied sections of the Prospect Theory (Kahneman
and Tversky, 1979), in the third section the risk—seeking behavior is introduced, in the fourth
section the model is implemented for the above behavior, the fifth section describes the
applied CVaR risk measure and its inclusion in our regression, in the sixth section we
describe our implementation of limited leverage constraints in the model, in the seventh
section we define the expected return calculation using aggregation of individual required
returns and at last we summarize the most important results of this research paper.

2. RISK-AVERSION OR LOSS-AVERSION

In order to measure risk—taking behavior we define the Arrow—Pratt measure of absolute
risk—aversion (ARA) (Pratt, 1964). There are mainly two types of investors, those who follow
constant absolute risk—aversion (CARA) and those who have constant relative risk—aversion
(CRRA). The first one describes the risk premium necessary to invest in a mathematically fair
investment, which does not depend on the reference wealth. The second one states that
risk—aversion changes over with the change of wealth but in a constant way meaning that
reference wealth multiplied with the ARA is constant over time for each investor. Both
measures have advantages and disadvantages over the other, however — in case of small
change of wealth —, we can use both of them for any investor.

Either examining the utility curve for CARA or for CRRA, the approximation of the utility of
investment F (U(F)) using Taylor series is defined by:.

U(F) = E(F) — 0,5a0? 1)
where U(F) means the expected utility of investment F, E(F) is its expected value, a is the
Arrow—Pratt measure of absolute risk—aversion and o7 is the variance that measures the risk
of investment F.
By accepting the assumptions thato®-E(r) efficient combinations can be described by a

concave curve with positive slope — or in the case of unlimited borrowings with constant
slope — and that investors are risk—averse (hence, their CARA is positive, thus their utility
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curve is convex with monotonic growth), optimal choice can be defined easily for any
investor.

However, according to the Prospect Theory by Kahneman and Tversky (1979) investors do
not behave rationally in every situation, therefore, through the Expected Utility Theory (EUT)
some of their actions cannot be explained. The authors underline that investors' decisions—
making process is based not solely on economic rationality but subjective elements too,
which motivates them to such behavior that would be completely irrational in standard
economic theories. According to Shefrin (2002) these behavioral patterns are heuristic—
driven biases and frame dependencies. There are numerous heuristics that play important
role in decision—making, such as representativeness (meaning that people overestimate the
frequency of things surrounding them and make stereotypes), the availability bias (meaning
that people rely too strongly on their own experience) or — which is the most important in this
paper — the anchoring (meaning that people make reference points and they adjust the new
information according to its parameters). These subjective elements cause biases in
investors' expected probabilities, therefore they overestimate (and overreact) rare things and
underestimate (underreact) frequent things. This phenomenon happens in case of wealth
change in both directions, however, in case of gains it causes higher distortion than in case
of losses, which can be seen on the Figure 1 (Kahneman and Tversky, 1979).

w(p) subjective weight

01 08 07 06 05 04 03 02 09 1

p probability
Source: http://prospect-theory.behaviouralfinance.net/

Figure 1: Subjective probability in Prospect Theory

Based on the heuristics mentioned above, Daniel Kahneman and Amos Tversky developed a
model that — in spite of EUT that defines utility as the function of total wealth (the absolute
way) — measures utility through the change of wealth (in a relative way), which seems to be a
more precise method to describe investors' behavior. In their theory positive changes of
wealth can be described with a function similar to the EUT utility function (which is concave
and has monotonic growth), hence, the law of diminishing marginal utility (Gossen, 1854)
stays intact. However, in case of negative changes of wealth (losses), although investors
keep being risk—averse in normal cases (since their reference point returns to zero and the
slope of the curve on loss side is 2,25 times the slope on the gain side, thus their utility
decreases 2,25 times more for x loss than it increases for x gain), this utility function
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becomes convex for negative change. Therefore, they define an S—shaped utility curve
(Figure 2).

A Utility

Losses Gains

Source: Kahneman and Tversky (1979, p.279)
Figure 2:Utility curve in Prospect Theory

3. RISK-SEEKING DUE TO LOSS-AVERSION

Kahneman and Tversky (1979) created a model that allows analyzing single period choices,
since according to their theory the investor makes its choice from the zero reference point
every time. However, in reality this is not the case every time. Proven by research on the
heuristic—driven biases, for different reasons — such as the anchoring effect (adjusting to a
reference situation), the inclusion of sunken costs or the sticking effect (investors give up to
properly manage their portfolios after a massive loss and do not sell) — investors can be
motivated to fix a reference point on their utility curve and keep it at their next decision, which
places them to non—zero starting point on their utility curve. This way, one can easily see that
there are mathematically fair investments that result in utility growth, therefore, investors
maximizing the variance of the chosen fair investment — until an optimal value — can increase
their utility gain for fixed expected return. Hence, this is by definition risk—seeking behavior.
This situation can be seen on the Figure 3 where we used the exponential utility function for
CARA, the (1 — e™%*). The calculation of the function is based on the equation

1—e 5 +2.25(1 - e5009) = —2.25(1 — 5(-005)) 4 2.25(1 — ¢5(-005-0.05=x)y (1)
where a=5 is an average measure of constant absolute risk—aversion and x = -5% is the

negative return as reference point after 5% loss. Based on the results, in this case investors
are risk—seeking until they are able to reach 7.72% return on the positive side.
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Flx)=1-e"(=5x) y
glx)=—2.25={1-"(5x))
+1.6
41,2

T —d,‘.l?Z r*l:'ﬂ5’,-' 0, b T T 1
f U(0,72)-1{-0,05)
/ 4 e

I',r T=8.8

’ U(-D,05)-U{-1,72)

o T-1.2

Figure 3: Fair investment after previous loss

Since if x < 0, than U(x) = - 2.25U(-x) in average and the investor maximize the risk (here the
variance) until the utility growth due to positive wealth change y is greater than utility loss due
to negative wealth change where he/she becomes risk—neutral, the risk—neutral curve can be
defined using the following equation. Here, we simulate a mathematically fair investment
consisting of (x + y) gain and(-x - y) loss both with 50% probability. The reference point is (-
X). The investor keeps following risk—seeking behavior until the utility growth and loss get to
be equal, therefore:

U(=x) =U(=2x—-y) =U(y) - U(-x) 2

Through defining the utility on the negative side by its positive equivalent, due to the 2.25
multiplicator, we get:

—2.25U(x) + 2.25UQ2x +y) = U(y) + 2.25U(x) 3)

therefore:
U(y) = —4.5U(x) + 2.25U(2x + y) (4)

we can define an alternative version of this by:

2.25[2U(x)+U(y)-U(2x+y)]
LI = U(y) (5)

From this equation it can be seen that due to the law of diminishing marginal utility
[2U(x)+U(y)-U(2x+y)]>0, therefore, U(y) and y have to be positive in order to have solution for
the equation. The exact shape of the utility function can define these precise solutions.

As for the variance of this investment, starting from -x reference point choosing the
mathematically fair investment with (x+y) amplitude, we can define:
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—(=0P+[=2x-y=(=01_ 02 +(-x=y)? _ 2(x+y)?
2 _ y=(=x)] [zxy V" r+x ny _ xzy = (x + y)? (6)

g

Furthermore, if we simulate an alternative version of this investment with positive expected
return, we get similar results. By keeping the -x reference point but instead of 0 we analyze
an investment with expected return of 0<c,<x, we get the following situation: In order to have
the same utility change — in absolute way — for both negative and positive wealth change with
csexpected return (thus for (-x+c,) reference point), it can be seen that the variance has to
decrease. The slope of this decrease can be defined by analyzing the utility function:

To ensure having a solution to the equation between utility gains and losses we can define
the following situation: A mathematically fair investment withc,expected return and with the
original reference point of -x the reference point gets to be (-x+c;). As mentioned above, the
amplitude that was (x + y) before has to decrease by -c, in order to keep the equality
between utility differences caused by gains and by losses, therefore:

Uy—c)—U(—x+c)=U(—x+c) —U(—2x+2¢c; —y+cy) )
Converting the negative side to its positive equivalent again we get:
Uly—c;) =225U2x —2¢c;+y —c¢3) —45U(x — ¢1) (8)

Looking at this equation, that can be seen that in case of ¢;=0 we get the same result as
equation (4) (thus c,=0) and if ¢;=x, then

Uy —¢z) =225U(y — c3) 9)
Due to the multiplier 2.25 equation (9) is solvable only if both sides are 0, therefore, y=c,.
According to equation (4):
0=225[URx—c))+y—cy)—2U(x—c;) —U(y —c)] +1.25U(y — c3) (20)
We define the relation between c¢; and ¢, by using equation (10) as a function. Assuming that
the utility curve is a standard exponential function for constant absolute risk—aversion that is

1-eM® with x=c, y=d constant variables, while we substitute ¢;=x and c,=y variables, the
previous equation (10) can be written as the following:

2_25(1 — e—a(ZC+d—2x—y)) - 4_5(1 _ e—a(c—x)) —1 4 e—ad-y) (11)
The total derivative of this function by variable x is:

_,—a(2c+d—-2x-y)\_ _o—alc=x)\_ —a(d-y)
d(2.25(1-e ) :;65(1 e )-1+e ) — _2.25p-a(2c+d—2x-y) (g (—(ZC +d—2x—
y—aldcax+ddadx—dyadx—2+4.56—ac—x-c—xdady-adcax—1+e—ad-y-d-ydady—adddy—dyd

x (12)

Since we know that according to equation (10) this function has to be zero for all changes of
X, its derivative also has to be zero. The derivative by constant variables is zero, therefore,
we get for df/dx:
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ﬂ _ —-a(2c+d-2x-y) d_y —a(c—x) d_y —a(d-y) —
o 2.25e (a T Za) + 4.5ae ta—~e =0 (13)

And now we can describe the relation between x and y as dy/dx:

dy 4_Se—a(2c+d—2x—y)_4__56—a(c—x)
a T e—a(d-y)_p 25e—a(2c+d—2x-Yy)

(14)

Since we fixed that y<d and c<x, therefore, for every a>0 we get positive result for the
numerator and negative result for the denominator. Hence, if x increases, y has to decrease
according to equation (14).

In case of small changes that can be proven also that for constant relative risk—aversion with
1-A

function of (MITA) ifA+ 1,1g(W)ifA = 1)we would have got the same results.

Turning back to our original variable system (x,y,c;,¢c,) we defined that in case of 0<c,<x this

risk—seeking behavior exists, thus we know the interval for variance — expected return
combinations also. The shape of the transition function is describes by equation (14).

This way we define that starting from the variance — expected return combination (0;x) (the
minimum of the interval) to the combination of ((x+y)?0) investors are maximizing the
variance until they reach the "optimal" choice, the risk—neutral curve, which can be seen at
Figure 4 (although this is only the approximation of the true shape of the curve). In order to
analyze these phenomena, we define that this risk—neutral function is monotonically
decreasing, therefore, according to equation (14), as the expected return of the investment
(cq) increases the variance (c,) has to decrease. Hence, instead of investment A an investor
would choose the investment A’ with the same expected return and higher variance, which
would completely irrational in standard equilibrium models.

E(r)

2
(x+y)
Figure 4: Risk-seeking until risk—neutrality

Although this result based on the variance — expected return relation is important and can be
implemented in standard equilibrium models, it necessitates a very strong condition that
return distributions have to be symmetric, which is clearly not the case in reality, therefore its
use in practice is very limited. Our proposed model uses Conditional-Value—at—Risk (CVaR)
as risk measure, which allows us to describe the same situation in an alternative way, thus
any type of distribution can be applied in our regression.
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The existence in practice of the results mentioned above can be seen in examples of Shefrin
(2002) or Thaler and Johnson (1990).

4. COMBINING THE TWO UTILITY THEORIES

In order to complete our asset-pricing model we combine the results of Expected Utility
Theory (EUT) and Prospect Theory (PT). These two theories — although based on different
assumptions — have many similar properties. Though the EUT examines the utility of total
wealth and the PT explains the change of utility for gains and losses, both utility functions are
concave and strictly monotonically increasing. It would not be illogical to assume that the
utility function described by PT is actually the same of EUT function from the reference
wealth W = 1. Numerous researches on behavioral finance have proven this similarity (for
example Kahneman and Tversky, 1979), therefore, we can describe the behavior of
completely rational investors who are not influenced by different heuristics (such as the
anchoring effect) and are perfectly informed with both EUT and PT. These market
participants have risk—averse behavior, therefore, in order to describe their preferences the
base model of CAPM, the Modern Portfolio Theory (MPT) (Markowitz, 1959) is sufficient.

In the followings we analyze the risk—seeking phenomena mentioned above in a combined
environment. It is clear that this behavior can be implemented in MPT by the following
method: we defined that risk—seeking has always a limit where it reaches risk—neutrality and
this converges to zero variance with the growth of expected return (since it decreases
monotonically in variance — expected return system). The risk—neutral curve (RNC) consists
of points where investors are risk—neutral, where their utility depends only on the expected
return of investments and it is not influenced by risk (here variance). Therefore, they choose
the portfolio with the highest possible return on their RNC. Since this curve crosses the MPT
defined curve of efficient portfolios, the efficiency frontier (EF) — given the definition of EF —
the portfolio with the highest expected return — also the optimal choice —is exactly the cross
of these two curves. This is illustrated on Figure 5. This means that risk—seeking described
above has no effect on the efficient portfolios of standard equilibrium models, therefore, this
type of behavior can be implemented in these regressions.

E(r)
A

>
(x+y)?
Figure 5: Implementing risk—seeking

o2
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5. THE CVAR RISK MEASURE

In this section first we define the meaning of Conditional-Value—at—Risk, its use in financial
calculations, then we describe the modified CVaR measure used in our model. Our model
includes price—maker investors too, however, for now in order to make our approach easier
to understand we assume price—taking investors in a competitive market, which means that
they rationally choose investment opportunities from the efficient portfolio frontier (similar to
the one in Modern Portfolio Theory (Markowitz, 1959)).

5.1. The definition of Conditional-Value-at-Risk (CVaR)

Since the expected return — variance relationship introduced by MPT and the beta in the
CAPM numerous attempts were made to offer an alternative risk measure. One of the most
important ones was Value—at—Risk (Holton, 2003) that gained popularity amongst
guantitative financial professionals in the '80s (mainly due to the crisis in 1987). This
measure provided an entirely new method to calculate the true risk of derivatives, options
and other non—standard financial assets since it shows the maximal value that investors can
lose with a predefined confidential interval (or probability), which is based on the true
distribution of these investments. Although it had many advantages over volatility and beta, it
missed the important characteristics of sub-additivity and convexity (Rockafellar and
Uryasev, 2000). The Conditional-Value—at—Risk was meant to solve these problems, which
has made it the most precise risk—measuring technique today (Krokhmal et al. 2002).

In order to define CVaR first we introduce the meaning of VaR. The VaR for a fixed a%
shows the value that with (7-a)% probability the return of an investment will be above. An
alternative explanation is thatVaR, is the a percentile of the distribution function of return. By
defining f(x,y) as the function of loss where x is a chosen portfolio and y is a random variable,
the probability of f(x,y) not exceeding a ¢ value (loss) is y,:

Y60 = Jr POy (15)

Assuming fixed x portfolio, this equation is the same as the cumulative distribution function of
f(x,y) loss function in{ . According to this function the Value—at—Risk (VaR,) is:

() = min{Z € R: Y (x,¢) = a} (16)

meaning the first point on the cumulative distribution function of the return of x portfolio with
greater cumulative probability than a. CVaR,can be described the same technique:

Pa() = A=) [, e o [ YIP()AY 17)

wheref(x,y) = {,(x) is (1-a)according the definition of VaR, hence it becomes the
denominator. The interpretation of the equations above is that VaR,(x)is the a percentile of
f(x,y) loss function, while CVaR,(x) is the probability weighted average (expected value) of
losses greater than VaR. Therefore, CVaR,(x)=VaR,(x) always has to be true (Rockafellar
and Uryasev, 2002).

Although there are numerous techniques to solve the minimization problem for CVaR,(x) (for
example Krokhmal et al. 2002), our main goal was not to describe these methods or the
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calculated efficiency frontier but to combine them with the utility measure in Prospect Theory,
hence to describe the optimal choice of investors with precise quantitative analysis.

5.2. CVaR modification and the efficiency frontier

Definition of Conditional-Value—at—Risk in our model is somewhat different from the
approach in standard methods. Today's techniques used in practice calculate the f(x,y) loss
function by defining the value of loss as positive, furthermore, in order to avoid negative
results, they for VaR,(x) calculation the max{f(x,y),0} function, therefore neither VaR,(x), nor
CVaR,(x) can be negative.

In this paper we define CVaR,(x) as a negative measure, thus the loss function produced
negative return, while we keep the positive interval of the distribution function for returns
lower than the expected return, therefore, we do not cut its value with zero, hence VaR,(x)
and CVaR,(x) can be both positive and negative depending on «a (positive usually in case of
higha). This modification has no effect on calculation methods, however, in our opinion it
helps to understand the meaning of CVaR,(x)and to place it in realistic environment. Since
we use CVaR,(x) as its true, negative value, our optimization method requires (instead of
minimizing) maximizing CVaR,(x) that can exceed 0. We fix the value ofa as 0.5 (50%)
because this is optimal to describe the theoretical background.

5.3. Positive time preference and CVaR

As mentioned in the previous section, investments can have positive CVaR,(x) if choosing
high a for analysis. However, many of the risk measuring methods cannot handle these
situations appropriately since they minimize CVaR,(x) with 0, therefore, they disregard the
distribution interval for returns below this point. According to this, they miss the difference of
two investments having different distribution functions only for positive returns. In order to get
rid of this problem measuring the whole negative risk without limits (with 50% a) seems to be
a solution, although, on this level fat—tail distributions have less effect on CVaR,(x)
calculation.

Moreover, with this approach to CVaR positive time preference of investors can be proved.
This can be seen through future cash—flows generating positive expected returns even if they
are almost entirely risk—free investments. This is due to the positive time preference which
means that consumption in the present cause much more utility growth for investors than the
same consumption in the future, therefore, they require compensation in the future in
exchange for lending money (thus utility) in the present. Hence, investments can be found
where CVaR,(x) exceeds 0 because their risk is so low that the average of negative returns
is smaller the expected return itself. Put it the other way, if the investment turns out to have
smaller return than the expected one, the Conditional-Value—at—Risk gets to be positive, the
investor realizes positive expected return in the worst 50% too. This can be interpreted as
the risk—free return defined in standard equilibrium asset pricing models, however, in reality
none of them are entirely risk—free, therefore CVaR,(x) is always lower than E(r). This can be
illustrated by a 45° line with s=1 slope on the CVaR-E(r) coordinate system. None of the
portfolios can reach the area below this line.

The system of {CVaRs(x),E(r)} pairs can be seen on Figure 6. The weights and the values
of the pairs were calculated by using Monte Carlo simulation with the following data and
parameters: we used historical, yearly returns from 1928 to 2011 of 4 different assets: the T-
bill with 3 month maturity, the T-bond with 10 year maturity, the S&P 500 index and the
Coca-Cola shares (adjusted to splits and dividends). We simulated 10.000 randomly
generated portfolios of these and for every portfolio we calculated yearly returns,
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CVaR,sfrom their distribution and average (expected) return over the period. The
Conditional-Value—at—Risk measure can be seen on the horizontal axis, while the expected
return on the vertical axis. It can be clearly seen that the efficiency frontier (the highest
expected return for every CVaR value) is very similar to the one in the MPT since it is
concave, although its slope is decreasing. Therefore, optimization with utility function (which
is convex in MPT) seems to have a unique solution for CVaR equilibrium also. We define this
optimum in the next section.

CVaR-E(1)

-15,00% -10,00% -5,00%

U 1

,00% 5,00%

o

Figure 6: Portfolio plot in CVaR s - E(r) system

In order to show the significance of the use of CVaR risk measure, we created a scatter plot
on Figure 7, where CVaR—-E(r) pairs can be seen both calculated by using normal distribution
and by using the true distribution. Since the expected return is independent of the type of
distribution (it is only the probability—weighted average return, E(r)=2(wr;)) it is the same for
both cases, however, the value of CVaR is calculated differently in the two cases. It is clear
that the CVaR is lower for fixed expected return in the case of true CVaR calculation, which
corresponds to the fact the fat—tail distributions have higher risk than the theoretical normal
distributions.
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+ norm CVaR-E(r)
« CVaR-E(r)

-15,00% -10,00% -5,00%

i 1
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o

Figure 7: Difference from normal distribution in CVaRs - E(r) system
5.4. Simulating individual choice with CVaR

As we mentioned before the level of risk—aversion of an investor can be defined by a unique
parameter, the "A" measure of risk—aversion. Since we assume that the Kahneman and
Tversky utility function has the same convexity on the right side as the expected utility
function in EUT, the behavior of an individual can be described in both risk—averse and risk—
seeking cases with the aid of this measure, therefore, our model can define the optimal
choice for every investor with the constraints that the goal is utility maximizing and the
efficient portfolios have the efficiency frontier.

In case of risk—aversion the approximation of expected utility could be used in our model too
in the following method:

We know that:

U(F) = E(F) — 0.5a0? (18)
For now we use normal distribution as approximation, which allows tighter conditions, thus
true distributions can be calculated in the same way. This way we can define CVaR as the
function of expected return and variance:*

CVaRys(x) = E(r,) — 0.80 (29)
According to this, we can substitute the volatility (o) with the Conditional-Value—at—Risk

(CVvaR), therefore, the approximating function (18) can be implemented in CVaR-E(r)
system:

U =E(r) — = a[E(r,) — CVaRy5(x)]? (20)

0
0.8

Solving the previous equation gives:

[r=Em)?
Yin case of normal distribution CVaRgs= [*" 7 - (;e 207 )dr
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a+0.82

0.82U = —[v05aE(r,) — L2 e CVaRy s (O + (G

)2 — 0.5a][CVaR, s(x)]? (21)

In order to define E(r,), we examine if the expression containing E(r,) is positive or negative.:

VO5aE(r,) — ‘;% CVaRys(x) 70 (22)

By solving for E(r,) and introducing the variance again for easier application and for using
historical empirical research, normal distribution (where CVaR=E(r)-0.80) gives:

E(r) 7‘”08 CVaRys(x) = 22 E(r) — 0.80] (23)

Solving again for E(ry):
“*2‘8 0.80 - 7E(ry) (24)

which is the same that:
(55 +0.8)0 2 E(ry). (25)

It can be seen that the inequality depends on a, and since we fixed risk—averse behavior
a>0,

limg_o( ==+ 0.8) = 0.8 65 limg_u (= + 0.8) = (26)

According to empirical research it is practically always true that in case of small a (low risk—
aversion) investors do not reject risk, thus their volatility is high and E(rs) < 0.80y, while in
case of high risk—aversion the expression above converges to infinity (therefore, inequality is
trivial), hence:

(% + 0.8) o> E(r) 27)

Since the left side of the inequality is higher, adding the solution the main inequality (22) we
get:

VOSaE(r,) — g}% CVaR,s(x) > 0 (28)

Then:

+0.82 (a+0.82)2
VO0.5aE (1) — ‘21 == CVaRy5(x) = \/ [“T — 0.5a][CVaR,5(x)]? — 0.82U  (29)

Solving the equation for E(r,) we get:

(a+0.82)2

B = (192~ 1]{cVaRys (o) -

2u a+0.82

oia + ——[CVaR,s5(x)] (30)
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Through the derivative of the function we can calculate the slope of it in CVaRys-E(r)
environment that is:

(a+0.82)°
0.5-2[——>5— —1]CVaRys(x)
OBy _ e 058 4 08 Ry < (x) (31)
dCVaR, 5(x) 212 2
(00D 1)icvaR,s()P-22 Y
2 2
Since [(a+aoz-8 ) 1]> 0, a+08® > 0 and CVaR,s(x) is negative according to the inequality (27,

therefore, (+)-(-)/(+) + (-), the sum of two negative numbers is always negative. Hence the
slope of the iso—ultility function is also negative in this case.

Even if analyzing the other case when (018+ 0.8)0 < E(ry) (for investments with almost
certain outcome, such as government bonds), thusCVaR, s (x) > 0180 we get:

2
VO.5aE(r,) — % CVaRys(x) > 0 (32)
a+0.82

In this case solving with substitution of = > 1 with = z > 1 parameter (in details in
Timotity, 2012) we get the following for our mam inequality (22), a 4th degree inequality:

z*[1 = (CVaR, s (x))?] + z*2 [[CVaRO_S(x)] -2+ M] +1>0 (33)

However, simulating this function with random parameters that can be clearly seen that in
case of realistic input data where we assign very high "A" risk—aversion parameter for low
CVaR values the slope of the function produce positive values, thus the inequality is true
again. In order to visualize this statement the simulation of function (33) is drawn on Figure 8
(with A = 8, U = 0.1 parameters) where the calculated value is in the interval 0.076 <
f(z,CVaR) < 9802.59, therefore the function is positive. According to this simulation that can
be seen that in case of analyzing realistic portfolios the approximation of the utility function
can be used in CVaR-E(r) environment for any risk—averse investor.

\ CVaRmax
zmax 5

zmin

. CVaRmin
fmin

Figure 8: Simulation of function f(E(r), CVaR, a=8, U=0.1) in case of positive CVaR
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5.5. Risk—seeking investors in the CVaR-E(r) model

Standard models based on the assumption of normally distributed returns (which
overestimate the effect of diversification sometimes and do not consider the autoregression
of short—term returns) cannot describe precisely the phenomena of risk—seeking in a world of
return with asymmetric and fat—tail distributions. The theory based on variance is applicable
only in case of symmetrically distributed returns, therefore, we introduce in our model a
parameter that can describe the risk of an investment without having to consider its
skewness or kurtosis, one that can define the risk on both negative and positive side for any
type of distribution. By using Conditional-Value—at—Risk at 50% a we get the optimal solution
for this problem.

In order to describe this method first we introduce a variable called Prospect [Prq(x)].
Practically, this is the opposite of Conditional-Value—at—Risk, thus it measures the expected
value of the best a% outcomes (with the highest returns). Since:

aCVaRy(x) + (1 — a)Pry_o(x) = E(1y) (34)

therefore, Prospect is defined by:

1

Prl—a(x) = (1—0.’)

[E(r)—aCVaR,(x)] (35)
Going back to Figure 3 and modifying it we get:

Fi{x)=1-e" (-5=x) y
g{x)=—2,25={1-e" (5xx))

-2%-y X ¥ X
T s

| Uly)-Ut-x)

-\.\_‘V,_,—f'

E(r)+Pr{0,5)

U{-%)-U[-2x-y)

Figure 9: Risk-seeking with Pry 5

This way we can omit the symmetry requirement of distributions since the average of the
Prospect and the Conditional-Value—at—Risk at 50%a always sum up the expected return,
therefore, we can define every investment as fair investment by simplifying the distribution to
these two outcomes. This means that we can omit the main assumption of the modeling with
variance, which is the requirement of symmetric distribution of returns. In order to include
these variables in our model we use the following equation:
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0.5P155(x)+0.5CVaRy s(x) = E(1y) (36)

On Figure 9 one can clearly see the similarity between the phenomena of risk—seeking in the
models based on variance and on Prospect. In fact, the only difference is that in case of the
latter one the model has a solution for asymmetric discrete and continuous distributions too
and according to equation (14) the change of expected return will cause an opposite change
in the value of Prospect. In order to see the relation we repeat the equation (14)

dy 4.5~ a(2ctd-2x-y) _4 5p—a(c—x)
a — e—a(d-y)_9 25p—a(2c+d—2x-Y)

(14)

If we substitute (d-y-(-c+x)) in the equation (that measures the distance between the
expected value of positive outcomes and the reference point) with Pry5(x), we are able to
implement this situation inPr-E(r) system. Based on this substitution y is decreasing as c is
decreasing, Prys(x) = d + ¢ —y — x has to decrease for the change of ¢ and y values since
both variables have negative effect on it this way. Therefore, we can define a risk—neutral
curve similar to the one in the variance—expected return system, which can be seen on
Graph 10. This means that the minimal and maximal points of the interval are Pr=y-(-x)=x+y
for E(r)=0 and Pr=0 for E(r)=x, which is the same as in the model based on variance. In fact,
the value of Pr could have values below 0, the point is that it has to be above the expected
return, although, in reality we do not deal with investments like this. However, implementing
the situation in the CVaR-E(r) model we have to consider this too.

E(1)
\

I > Pr0.5(x)
Xty

Graph 10: Risk-seeking in Pr-E(r) environment
Since our model is based on Conditional-Value—at—Risk, not Prospect, we have to determine
the relation between the two mentioned parameters. According to the equation (36) it is clear

that the implementation of Prin CVaR—E(r) model is defined by: Prys(x) = 2E(r,) - CVaR,.5(x)
and substituting this to the equation (14) (where E(r)=x and Pr,5(x)=d+c-y-x) we get:

3x+y—d—c=CVaRy5(x) (37)
One can easily see that growth of both x (the expected return) and y cause increase in

CVaR,5(x), therefore, the risk—seeking phenomena can be implemented in our CVaR—E(r)
model in a way visualized on Figure 11 where the risk—neutral curve is presented:
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E(@)

CVaR0.5(x)

Figure 11: Risk—seeking in CVaR-E(r) environment

By looking at the previous curve it becomes clear that the efficiency frontier of the CVaR-E(r)
model and the risk—neutral curve produce a unique optimum, which was the same case in
variance-based regression. Having accepted that this risk—seeking phenomena exists,
according to equation (37) investors will maximize the risk, thus the CVaR of their investment
for every E(r) expected return until a frontier curve. At this point they get to be risk—neutral,
which means that their optimal choice will depend only on the E(r) of the investment.
According to this, they will choose the point with the highest expected return on their risk—
neutral curve (RNC), which point will be an efficient portfolio, thus the intersection of the
efficiency frontier of the CVaR—E(r) model and the RNC. This result can be seen on Figure
12.

Hence, the model based on Conditional-Value—at—Risk is applicable in this case too, we do
not have to deny the existence of risk—seeking investors, if this behavior gets to be limited

(and it does) we can implement the phenomena and the calculation based on the efficiency
frontier stays intact, the expected return for every CVaR stays the same.

E)

Effic;

CVaR0.5(x)

Figure 12: Risk—neutral curve and efficiency frontier
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6. THE EFFECT OF LIMITED BORROWINGS

In this section we omit one of the main, although very unrealistic assumptions of standard
asset pricing models, the unlimited borrowings. Equilibrium models define the capital market
line (CML) as the set of efficient investment opportunities including risk—free and risky assets
that goes to infinity. However, in reality this is not true. In most of the cases there is no
opportunity to invest in such positions. Through our model one can calculate the expected
return of levered portfolios but by using realistic factors the result is completely different from
that of standard regressions. We use non—infinite borrowingconstraint that is available not
only for risk—free interest rate. In order to create a leveraged model we make the following
assumptions that are much more realistic than the ones used in standard regressions:

— For each investor borrowing is limited (no matter it is due to investment credit or short
sales). In the followings this is measured by (7+x) (for example in case of 2:1 leverage
x=1).

— Every time investors use leverage the lending institution defines a margin that involves
automatically closing the position or liquidation if the value of portfolio reaches its m
percentage. Analytically this means that the return (loss) gets to be equal to the (-71+f)
loss, therefore, r=(-1+f).

These assumptions cause investors gaining other advantages in exchange for paying
interest rate: on one hand they get insurance "for free" due to liquidation at margin call. In
this case the investor cannot lose more than its own invested money, however it would be
possible through a leveraged portfolio without marginal requirements. This reduction of risk
has no excess cost for him or her, however, he or she gets some of the negative risk
eliminated, thus gets higher expected return. This is described on Figure 13 and in the
following analytics.

f(r)

E(r) -14f (14+x)E(r)

Figure 13: Effect of leverage with marginal requirements

E),=E@pL+x) —1x+p(rg < =1+ f)CVaRy piro<—1+5) —P(ro < =1+ f)(=1+ f)
(3

EM),=E@pl+x)—1x+p(ryg <—1+f) - (CVaRy pro<—1+5) — VaRo paro<—-1+7))
(4)
where:
— E(r), is the expected return of L leveraged portfoliowith margin requirements
— E(r)p is the expected return of P unleveraged portfolio
— (1 +x)isthe leverage
— r¢x is the interest rate for borrowing multiplied by the borrowed quantity (the total
cost of borrowing)
- p(rq<—1+f) is the probability of Q leveraged portfolio without margin
requirements generates return below (-1+f)
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— CVaRgqprq<-1+f IS the Conditional-Value—-at-Risk of Q portfolioat p probability
— VaRqpro<-1+p) IS the Value—at-Risk of Q portfolio at p probability

Since CVaRz=VaR is always true for fix probability distribution and level and rq gets multiplied
by (1+x) for x leverage, therefore, we get increasing marginal expected return in case of
margin requirements instead of constant marginal expected return. This means that the

relation between the leverage of the portfolio and the expected return is not linear, in the
dE(T)

function describing CVaR-E(r) leveraged portfolios — is not constant.

According to this deduction, it is clear that one can create the following leveraged position: if
A and B are unleveraged portfolios, CVaR,s5,=CVaR,ss and E(r)a>E(r)s, A is "more
efficient", therefore, it is the optimal choice. However, the reduction effect of margin
requirements can have the opposite result for leveraged expected returns if A and B have
different probability distributions. This causes E(r)..a<E(r)..s if the return of portfolio B has
more like fat—tail distribution:

P(rex) < =1+ f)(CVaRs1+x)pera<—145) — VaRsa+x)prB<—14+)) — P(Tacexn) < =1+
JCVaRAI+x,prA<-1+/=VaRAl+x,prdA<-1+/>[E(r)A-£(7)F](1+x) (5)

where rg14y is the leveraged expected return of portfolio B with (7+x) leverage and without
including margin requirements; we used the same logic for the other parameters too. The
situation mentioned above is presented on Figure 14 where A and B are the portfolios
without leverage, A’ and B’ are the portfolios with (7+x) leverage, D is the interest rate paid
for borrowing and the 45° dashed line signs the frontier that no portfolio can exist below since
CVaRys< E(r).

> CVaR 0.5(x)
Figure 14: Effect of different probability distributions on portfolios
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According to this situation rational investors having risk—averse behavior can hold portfolios
that generate less expected return for fixed risk in unleveraged conditions. Therefore, we
accept the fact that holding positions that seem to be "inefficient” for the first look may be a
rational choice. Furthermore, this phenomenon also contradicts the strict dominance of
diversification mentioned in standard asset pricing theories. While investors can reduce the
volatility to a point through diversifying their portfolios, the distribution of their returns tends to
converge to normal distribution as the number of investment grows. Since normally
distributed portfolios have much less probability at the tails, the positive effect of margin
requirements is also weakened. Therefore, it is not enough to sacrifice everything for
diversification without considering any parameters, one has to analyze the optimal choice in
regard to the effect of leverage and the liquation at margin call.

Unfortunately, these parameters can take on values from a wide interval, however, having
the necessary information the regression based on them is very precise. In order to describe
the behavior of investors we use the "A" Arrow—Pratt measure of absolute risk—aversion
(ARA). This can be defined through various methods such as questionnaires (Czachesz and
Honics, 2007; Andor, 2008) and observative tests. Information technology today allows
measuring continuously this parameter for each investor by monitoring transactions,
therefore, correction can be made in every second. The optimal choice also depends on the
possibilities investors can have, therefore, our model use the calculated CVaR-E(r) pairs,
their distributions to adjust the leveraged efficiency frontier, the borrowing constraint and the
interest rate for each investor. In our regression the iso-utility functions (using "A" ARA) and
the efficiency frontier (using x leverage limit, rc interest rate and CVaR-E(r) pairs), thus the
optimal choice in their tangent point can be defined for every investor. To illustrate the
previous section we created Graph 15 where A, B, C are unlevered, A', B’, C' are levered
positions, O is the optimal choice and D is the interest rate (which is risk—free, thus its
CVaR=E(r)=r,). It isclear that for different leverage possibilities or interest rates investors'
preference can change: in this case Efficiency frontier 2 included both A and B portfolios but
not C, however, for an investor with Efficiency frontier 1 A' and C'is efficient and B'is not.

7. DEFINING THE EXPECTED RETURN

Until this point we assumed that investors are price—takers, thus one can invest in portfolios
with constant, exogenous CVaR-E(r) parameters since standard asset pricing models use
this same assumption, therefore it is easier to build a model on this base. However, from in
this section we show that accessible portfolios (and thus the efficiency frontier) can be fairly
different for various investors, especially when we accept that some can have highly
leveraged positions, therefore, we also analyze the market—making role. Hereafter we define
individuals as price—maker participants of the market, however, their effect on prices may
differ significantly.

Thinking through this idea one can realize that institutions having access to investors' trading
data can regress their behavior in the future based on historical actions. They can define
their clients' risk—aversion, there ARA or their utility function. In fact, every single parameter
is known to them to make estimations on future CVaR—E(r) pairs and to assign them with
each investor to define their optimal choices. Furthermore, through aggregating these
choices they can estimate the aggregate expected return of the market (which moves the
prices). However, in order to have this aggregation these institutions have to have a model to
describe the relation between different required returns assigned to a fixed CVaR risk.
According to market microstructure theory small investor groups can have different return
requirements (especially due to leverage and interest rate differences), however, since every
publicly traded asset has a unique price, these required returns have to sum up to a unique
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expected return based on some function. Although the purpose of this paper is not defining
this precise function, in order to approximate a regression we use the value—weighted
aggregating function. This means that we sum up each investor's required return with
weights equal to their invested value, thus we get a unique expected return.

-~
~
S

NN1so,tLtiIity curve
S

~

> CVaR 0,5(x)
Figure 15: Individual optimization with leverage constraints

This weighted aggregation function is based on macroeconomic demand and supply
functions. Then the price assigned to a portfolio is defined by the current aggregated supply
and demand on the investment opportunity. Since databases allow us analyzing who wants
to make transactions on the current price with what volume and what is the required return of
the investor, one can define the future price (current price multiplied by the required return)
and the future volume of each investor. This way the aggregated supply (AS) function can be
defined. According to behavioral financial studies (Fama, 1991) the investors insist on
smoothing their consumption over time, therefore, it seems to be realistic to assume that
their incoming cash—flows are balanced and continuous due to diversification. Furthermore, if
the future cash—-flows are assumed to be fixed (which seems to be true since the price
always reflects all the information about them), the aggregated demand (AD) grows in the
same pace as AS, which is the required return of investors. This means that in the
discounted cash—flow pricing method the exponent of the cost of alternative choice is getting
smaller over time. Combining the functions mentioned above we create the AS—AD system in
our model, hence one can make approximation of future prices of assets and their expected
returns.

The illustration of this approximation is shown on Figure 16, where the initial (to) AS and AD
functions are increased by continuous return over time (represented on axis "t"). The
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functions used are Ps=2Q and Pp=5-2Q. We fixed the continuous return at fixed 20% in order
to be expressive, hence the exponential growth over time can be clearly seen.

AS-AD

Figure 16: The formation of the expected return

We underline that this type of approximation of the expected return is very sensitive to the
input data, therefore, the bigger the used database is the more precise the regression will be.
This necessary data can be extracted by analyzing the actions of clients in financial
institutions or brokerage services, however, using our model at national level (such as under
the supervision of the Securities and Exchange Commission) or at international level (for
example with the administration of the International Monetary Fund (IMF) or the European
Central Bank (ECB)) could produce fairly precise approximations of future prices of capital
markets.

8. CONCLUSION

The use of Conditional-Value—at—Risk in asset pricing modeling seems to be more and more
important since it is a much more precise measure than volatility or standard Value—at—Risk,
which can be seen in many recent papers of international financial institutions (for example
the recommendation of using CVaR of the Bank for International Settlements (BIS), 2012).
Although there have been some model based on this risk measure before our research, they
all have used the unrealistic assumptions of the exclusion of risk—seeking or price—maker
investors and the infinite borrowing opportunity. Our model has achieved to omit these
assumptions, therefore, we could create a more general and realistic regression. The
implementation of main utility functions (the one from Expected Utility Theory and the other
from Prospect Theory) in CVaR—E(r) system allows defining the optimal choice of each
individual in both risk—averse and risk—seeking situations. The inclusion of risk—seeking
investors through the Kahneman and Tversky utility function has allowed omitting the first
unrealistic assumption of standard models. The price—-maker activity described by
aggregated demand and supply functions has made the second assumption unnecessary.
Although these functions have not been analyzed in this paper, there have numerous
attempts to describe them with market microstructural (Biais et al. 2002) or behavioral
financial approaches, however, these theories focus on the short—term changes of prices,
while on long—term the approximation of expected return through aggregation described in
this paper seems to work well in practice. Finally, the third unrealistic assumption (unlimited
borrowing for fixed risk—free rate) has become unnecessary too since in our model we define
different leverage limit and interest rate for every individual.

151



10th EBES Conference Proceedings

Hence, our asset pricing method can define the required return and the optimal choice for
each investor and under proper infrastructural conditions it can aid raising capital for
companies through choosing the adequate investors, it supports individuals in trading, makes
corporate financial analysis more precise (Andor and Dulk, 2013) and approximates the
expected returns and asset prices without using unrealistic assumptions and limitations.
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Abstract: The article discusses impact of openness on economic development of regions.
As a basis for discussion has been adopted Richard Florida’s 3T theory, according to which
tolerance or otherwise region openness to diversity and otherness is one of elements (in
addition to talent and technology), which promotes creativity, and ultimately economic
success. The purpose of this article is to examine Wroclaw city degree of openness.
Authorities of Wroclaw have placed R. Florida’s concept as a part of development strategy
and are committed to its effective implementation. The openness was evaluated on basis of
primary research - surveys of selected groups of respondents, which made possible to
determine openness of Wroclaw residents on immigrant population - foreigners and people
arriving to the city from other Polish regions. On the basis of research it can be concluded
that residents of Wroclaw are open to foreigners, including those who profess a different
religion, and have a different skin color as well as people flowing into the city from other parts
of the country. This is confirmed by opinions of foreigners living in Wroclaw, as well as
speech, gestures and behavior of Wroclaw people.

Keywords: Tolerance, Regional Development, Creative Region

1. INTRODUCTION

Regional development is commonly associated with economic categories. References are
made to micro-and macro-economic drivers of region development. The former have a direct
impact on company productivity and can include, among others, quantity and quality of staff
training or number of institutions supporting innovativeness. The macroeconomic factors
include, in turn, monetary and fiscal policy or social infrastructure.

Among the most important drivers of regional development are increasingly pointed out so-
called talent or human capital (individual holding a large pool of knowledge, an educated
individual), and creative capital (individual showing their creativity, i.e. capable to transform
their knowledge into a new idea). However, there lacks the agreement in relation to factors
affecting geographic distribution of talent.

Usually, among factors that stimulate creativity and attract talented individuals to a region,

first mentioned are these representing area of economic incentives, such as educational
system and expenditures on education, as well as support for scientists and attractive jobs in
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the region. To a lesser extent, creativity and ability to attract creative individuals are identified
with non-economic factors, but in this case one could find the view - especially as far as
literature in areas of psychology and sociology is concerned - that creativity is influenced by
socio-psychological factors. In studies related to psychology of creativity, it is often
connected with tolerance. It is believed that somebody being tolerant, open to change, new
ideas and other cultures has greater potential to be creative, because they will also be open
to all hypotheses, even those considered to be the most absurd, and so "there is nothing
impossible for them".

Development of the idea of connecting creativity/talent with openness (tolerance) on the
basis of economics is the concept of Florida's 3T (Florida, 2002b), in the light of which,
region's openness or tolerance of its people to all otherness, diversity, fosters development
of diversity in the sense that it attracts creative capital (creative people, talent), created -
according to Florida - mainly by scientists, engineers, computer scientists, architects,
designers and people working in education and entertainment, artists and musicians.
According to Florida (Florida, 2002b) creative individuals themselves are open and they
expect openness from their milieu. Therefore, when deciding where to live, they check
whether a region has a high rate of tolerance. If people living in the region are tolerant to
gays, bohemians and immigrants (Florida, 2002b), it can be assumed that they are also open
to any other differences, including to creative people who - according to Florida - are often
characterized by some "quirks" or unconventional manner.

Florida verified his theoretical concept empirically basing on example of United States
regions (Florida, 2002a, 2002b), indicating that tolerant regions are more effective in
attracting creative class. Then, repeating research (2001-2006) for US, he confirmed that
geographic distribution of creative capital depends on openness, but in this case, only
tolerance to gays and bohemians counted, while tolerance to visible immigrants minority was
negatively correlated with talent (Florida et al. 2008). Analysis of Canadian regions over the
same period (2001-2006) brought similar results to those from the United States of America
(Florida et al. 2010), i.e. openness of Canadian gay and bohemian communities was a
magnet for attracting talent, but no correlation has been found between tolerance towards
immigrants and talent. In addition, openness as a factor in attracting creative class to
Canadian regions has played a greater role than universities and facilities.

Importance of openness to regional development through its impact on creative individuals
has also been confirmed in Sweden, but in this case, geographic distribution of talent to a
greater extent depended on the region's universities and facilities (Mellander, Florida, 2011).
Taking into account relationship between tolerance and talent, results obtained in research
on Swedish regions are similar to those from Chinese regions (Florida et al. 2012). Here, too,
openness of a region had an impact on attracting creative capital, but the key to geographic
distribution of talent were universities.

Since the openness of a region - by acting on creative class - can be significant for its
creativity and, consequently, development, the aim of the paper is to assess Wroclaw
inhabitants’ tolerance (Wroclaw is a capital of Lower Silesia region, Poland), especially
towards foreigners, immigrants and gays. Indication of the extent to which Wroclaw people
are tolerant towards all manner of difference and diversity will help determine the potential of
Wroclaw to attract the most talented individuals, and thus indirectly its potential for growth. Of
course, region openness is not the only determining factor in its choice by creative
individuals, but - as mentioned earlier - results of several researches suggest a significant
role of tolerance in attracting creative capital.
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This paper presents results of surveys carried out by us in 2012. Questionnaires were
directed to foreign nationals residing in Wroclaw, temporarily or permanently, people from
other Polish regions and Wroclaw inhabitants.

2. WROCLAW OPENNESS TO FOREIGNERS. ANALYSIS OF FOREIGNERS OPINION

Openness of the city, which has already been mentioned, it is understood as tolerance of
people to all kinds of differences and diversity, including to foreigners. Between foreigners
and nationals often there are differences in language, culture, religion or those relating to a
way of life and traditions. Therefore, openness to foreigners is one of the most important
elements of city openness.

In this section of the article, the results of a pilot survey will be presented. The aim of this
study was to answer the question, whether foreigners perceive inhabitants of Wroclaw as
tolerant people and Wroclaw city itself as open. Questions in the survey were sent to 82
foreign nationals who temporarily or permanently resided in the city.

Majority of respondents came from the EU (53.6% of all respondents), in particular from
Spain (20.7% of respondents) and France (12.1% of respondents). Respondents in most
cases were not asked directly about Wroclaw inhabitants’ tolerance, but only about their own
feelings on different behaviors and gestures they experienced, on the basis of which it can
be concluded about openness or lack of tolerance. It is a deliberate intention of authors, who
believe that answers to questions asked in a direct manner would not allow to draw reliable
conclusions.

The first group of questions related to connections made between respondents foreigners
and locals, whether there is a familiarity, if there are private meetings and how often, do
residents of Wroclaw invite foreigners into their houses, and whether private meetings with
Poles occur more frequently than with those with people of another nationalities. It can be
assumed that the more frequently foreigners privately meet with Poles living in Wroclaw and
the more frequently Poles invite them home, openness and tolerance of Wroclaw inhabitants
is higher. This implies that foreigners are welcome in Wroclaw and live mixed up with locals,
rather than in enclaves. Among respondents, 89% foreigners have friends among Poles
living in Wroclaw, 73.2% met privately with inhabitants of Wroclaw and the same percentage
of respondents foreigners were invited home by Poles. Among those foreigners who meet
privately with residents of Wroclaw, 51.6% do so once a week or more (Figure 1).

Another question referred to frequency of private meetings in Wroclaw with Poles and people
of other nationalities. More frequent meetings with Poles than with people of other
nationalities, would point to the high openness of Wroclaw. It should be noted, however, that
fewer contacts with inhabitants of Wroclaw do not indicate lack of openness, but may be a
result of foreigners’ introvert behavior. 29.3% of surveyed foreigners meet privately with
Poles more often than with people of other nationalities. This means that almost one-third of
foreigners have ties with Poles living in Wroclaw strong enough to make them less willing to
seek meetings with e.g. people from their own country. Typically, those foreigners meet with
Poles more often who can't easily meet other people from their country of origin in the city.
These are citizens of Taiwan, Japan, Belarus, Russia, the United States and Belgium. This
seems pretty obvious, because - due to lack of friends from their home country - these
foreigners are most motivated to make friends with Poles. The only exception are Germans,
who, though quite numerous in Wroclaw, as many as 60% of them are still likely to meet
privately with Poles.
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Figure 1: Structure of answers by foreigner respondents who meet privately with
Poles "How often do you meet privately with Poles?"
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Figure 2: Structure of answers based on responses to the question "Do you plan to
stay in Wroclaw for good?"

The next set of questions concerned foreigners plans about their stay in Wroclaw. It can be
assumed that the more foreigners will declare a desire to stay, the more they consider
Wroclaw for a friendly city to live, work and learn, so as an open city. 51.2% of surveyed
foreigners plans to stay in Wroclaw for an extended period of time, and 23.1% even plans to
stay on a permanent basis (Figure 2). Furthermore, additional 22% of respondents did not
rule out staying in Wroclaw for longer, and 18.3% even permanently.

Another question raised the issue of nationality of people closest to respondents. Some

foreigners have grandparents, siblings or partners who are Poles. It can be assumed that the
more foreigners who have a Polish partner, the more it indicates a tolerance of Wroclaw
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residents, as they do not close themselves on love relationships with foreigners. Almost 16%
of surveyed foreigners are in a partnership with a Pole, but - except one case - men from
other countries are involved with Polish women.

Another set of questions raised the issue of attitudes to foreign residents of Wroclaw.
Respondents were asked in a direct manner if they thought that Wroclaw residents were
friendly to them, and whether they met with hostility from the city population, which could be
due to non-acceptance of foreigners. 90.2% of all respondents believe that people of
Wroclaw refer to them kindly, with friendship. At the same time, 41.5% met with a hostile
attitude on the part of Poles, which - in opinion of foreigners - was due to the fact that
respondents were foreigners. It should be noted, however, that many respondents note that
such events were incidental.

Another group of questions were open-ended questions. Foreigners were asked to list three
characteristics that they think are the most evident characteristics of Wroclaw residents. This
guestion did not suggest any answers, so it can be assumed that the more spontaneously
respondents would determine Wroclaw residents as tolerant/open, the more reasons there
are to believe that it is so. 21.9% of respondents identified a Wroclaw resident as tolerant
and open to any changes and different cultures. Furthermore, additional 25.6% of
respondents found residents of Wroclaw polite, kind and friendly. Although this does not
mean exactly what is meant by tolerance, but in this case can be considered as
synonymous. It can be therefore concluded that 47.5% of respondents believe that Poles
living in Wroclaw are open-minded. However, 7.3% of respondents felt that people of
Wroclaw are racists and they are unpleasant, what generally should be regarded as sign of
intolerance.

Additionally, in a group of open-ended questions were included those checking general
knowledge of foreigners about Wroclaw. Having a lot of information about Wroclaw and
knowledge of its history suggests that a person is interested in the city that is associated with
it and that is involved in life of its inhabitants, which in turn may suggest that the city is an
open place.

Overall, surveyed foreigners know little about Wroclaw. Most of them know quite well
especially those most characteristic places of Wroclaw, and is able to identify various
symbols of the city, but only individual persons are able to name cultural events and people
involved in Wroclaw.

3. WROCLAW OPENNESS TO INTERNAL IMMIGRATION. RESULTS OF THE SURVEY

Questionnaire was addressed to Poles from outside Wroclaw. It involved a group of 128
people who temporarily or permanently reside in Wroclaw, but does not feel to be local*. The
largest part of this group were people from cities up to 50 thousand residents (about 39%),
followed by rural areas (about 23%) and cities with 50-100 thousand residents.

In terms of income, the largest group of respondents were those with net income per
household member in the amount of PLN 1000-2000 (about 48%). However, in terms of
length of stay, the largest group of respondents were staying in Wroclaw from one to three

! people who do not come from Wroclaw, but they feel to be local, due to fact of a long time living in the city (for
example, came to Wroclaw in the 50s) were not included in the study, although in many cases based on the fact
that they feel home in the city, one could speculate that Wroclaw is very open and its inhabitants are tolerant.
Hence, the research group were mainly people up to 39 years of age, as they usually still feel a bond with their
native city, even if for some time they already reside in Wroclaw.
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years (about 36%) and less than one year (about 23%). Most often the indicated direct
reason for coming to Wroclaw was education. Some came here out of curiosity, for the
adventure, to find work or love. At the same time, approximately 41% of respondents did not
take into account any other city as new location of their residence. Other contemplated
choosing Poznan, Krakow, Warsaw, Opole and Gdansk. There were single indications for
Torun, Rzeszow, Bialystok, Szczecin, Kalisz, Zabrze and German cities.

The respondents were asked similar questions as foreigners. Namely, they were asked,
among others about nature and strength of connections with people of Wroclaw, about plans
to stay in Wroclaw, and also on characteristics of an average Wroclaw inhabitant. Responses
were therefore interpreted similarly, e.g. more frequent private meetings with residents of
Wroclaw were considered to be a symptom of greater openness of Wroclaw inhabitants
compared to other Polish regions.

First, respondents were asked if they plan to stay in Wroclaw for longer, and perhaps it is a
destination for permanent stay. 83.1% of respondents plan to stay for a longer period
(answer "yes" or "rather yes"), while 10.1% of people do not plan or rather do not plan to stay
in Wroclaw for longer. Among people declaring to remain in Wroclaw for longer, only 47.2%
(39.3% of all respondents - Figure 3) are going to settle permanently. Other people do not
plan to associate their lives with Wroclaw or do not yet have specific plans.
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Figure 3: Structure of answers to the question ,,Do you plan to stay in Wroclaw
permanently?” by respondents who plan to stay in Wroclaw for a longer period

The main reason cited by respondents for which they decided to live in the city is a belief that
they will find satisfying employment here. Besides, additional factors are personal reasons,
prospects for professional development, access to education, culture and entertainment.
Often, reasons for staying are purely emotional like "I like Wroclaw", "well, I'm in it", "l know it
well," "climate suits me and lots of greenery”.

Then authors sought to determine relationship between immigrant population from other
Polish regions and people of Wroclaw. It has been achieved by a set of questions concerning
dimensions of relations and intensity of personal contacts. As a result, respondents were
asked whether they have friends in Wroclaw. The bulk replied affirmatively, only 12.3% did
not include permanent city residents among friends. Only a small difference in votes was
visible in the case of another question: whether respondents meet privately with city
residents. Here, too, affirmative answers prevailed (83.3%) and 11,7% persons only did not
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include residents of Wroclaw among their friends. There was a close distribution of votes in
the case of another question: whether respondents meet privately with residents of Wroclaw.
Here, too, affirmative answers prevailed. But the fact that Wroclaw residents are considered
to be friends, does not mean they're going to allow you to be a part of their private life. It
turned out, however, that as many as 71.9% of respondents were invited home by people of
Wroclaw, which may mean that friendship is not just superficial.

Subsequently, respondents were asked whether they believe that Wroclaw residents are
favored during recruitment by Polish companies located in Wroclaw, and whether they are
favored in workplace or school. If, in the opinion of Wroclaw visitors, locals had a better
chance of finding a job just because of their origin (even if it were not the case), then it could
mean that newcomers feel that Wroclaw residents are closed, trying not to allow outsiders to
themselves, and at every step favoring persons living in the same city. Similarly, if they felt
that Wroclaw citizens are favored in the workplace and education. Among all respondents,
only 4.7% felt that Wroclaw citizens are treated better in recruitment, other persons strongly
rejected the idea. Similarly, only 8.6% felt that Wroclaw citizens are favored in workplace or
education.

Next group of questions was meant to determine Wroclaw residents’ attitude towards people
coming from other Polish regions. Respondents were asked in a direct manner if they think
that Wroclaw residents are friendly to them, and whether they met with hostility from the city
residents, which could be due to non-acceptance of visitors. 92.2% of respondents found that
Wroclaw citizens relate to them friendly, only about 7.8% answered negatively. Moreover,
despite the fact that 92.1% of respondents did not meet with hostility from residents of the
city due to their origin, such cases happened. These situations occurred when trying to rent
an apartment, to stress that the smaller town is inferior, poorer, but mostly they assumed the
form of a disguised joke.

Another set of questions were open-ended questions. Respondents were asked, similarly to
foreigners, which three features characterize average resident of Wroclaw (Figure 4).
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Figure 4: Main traits which respondents associate with average Wroclaw inhabitant

Image, which is created based on respondents’ statements in this regard is quite
contradictory. On the one hand, and these are by far dominant expressions, they are open
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persons (28.9%), polite, friendly and attentive (28.1%), tolerant (14.8%) and helpful (18%).
They are friendly, kind, cheerful, sociable and ambitious. Unfortunately, they are too busy,
stressed and tired (18%). On the other hand, there appeared negative opinions, however,
which is important, they were rare. There have been expressions characterizing citizens of
Wroclaw as exalting themselves (8.6%), and impolite — which was emphasized in particular
by the example of car drivers (4.7%). They are proud of the city (4.7%), but do not know it
too well. Only one person noticed a complex to Warsaw among residents of Wroclaw.
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Figure 5: Most frequent associations with word Wroclaw

In the open-ended question, when asked to list three associations that come to mind when
you hear the word: “Wroclaw”, respondents most frequently cited the openness, culture,
good perspectives, development, youth, multiculturalism, entertainment and innovation.
Wroclaw is also associated with term beautiful, charming. Lower positions took: education,
monuments, people. In the same frequencies were mentioned: modernity, tolerance and
order. Other associations include: tradition, prestige, freedom, greenery, as well as dirt,
repairs, crowd (Figure 5).

Additionally, the group of open-ended questions included also those checking a general
knowledge of newcomers about Wroclaw. The authors checked newcomers image of
Wroclaw before settling in it and how it has been verified in the daily life in the city. When
asked to approximate whether and what kind of knowledge about Wroclaw they had before
coming to the city, the respondents included information from a very wide area. Among the
most frequently mentioned answers was conviction of high and very high level of education
in University of Wroclaw and other universities (23.4% of respondents). Because Wroclaw is
associated with a large academic center, respondents also pointed to interesting and diverse
student life (13.3%). Respondents correctly identified Wroclaw as located on the Oder river
and capital of Lower Silesia (18.7% responses). They had knowledge of cultural events
diversity, and entertainment. Seven people heard before arrival of the city market square and
uniqueness of Wroclaw Town Hall located in it. Respondents also associate Wroclaw with
post-German history and many monuments, destructive flood of 1997, today a dynamic,
vibrant, developing, with a friendly atmosphere, conducive to mixing of cultures. City of
young people, interesting personalities, galleries. City "on the water", city of "1000 Bridges",
where TV series "First Love" and "The World According to the Kiepskis" are filmed. In
general, it can be concluded that newcomers from other Polish regions had a lot of
information about Wroclaw before they came to the city.
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Then, their knowledge of Wroclaw was enriched during everyday life. The respondents
flawlessly mentioned President R. Dutkiewicz as head of the local authority. They also
mentioned a beautiful zoo, chess clubs and football club "Slask Wroclaw". Then,
respondents were asked what socio-cultural initiatives associated with Wroclaw they knew. It
turned out that best known initiatives are Wroclaw - European Capital of Culture and The
Meeting Place Wroclaw. Less frequently they mentioned EURO 2012, Review of Stage
Songs and the Era New Horizons. 36% do not identify Wroclaw with any socio-cultural
initiative.

When asked, in turn, about well-known public figures associated with Wroclaw, subjects
mentioned above all R. Dutkiewicz, who with 25.8% of votes was far ahead of prof. J. Miodek
(8.6% of responses), L. Czarnecki (5.6% of responses) and politicians - G. Schetyna and B.
Zdrojewski (each got 4.5% of responses). Those who receive a single vote included M.
Krajewski, R. Gonera, W. Frasyniuk and G. Baczynska. However, 36.7% of people do not
associate Wroclaw with any public figure.

Respondents also tried to indicate places in Wroclaw which were climatic, atmospheric,
unique in their opinion Wroclaw. In the ranking of the most magical places decisively won the
Cathedral Island. In the second place came Market Square and the island called Wyspa
Slodowa. Pergola, Szczytnicki Park and the Japanese Garden remained far behind. When
asked to nominate a symbol of the city, respondents clearly pointed to the Town Hall and the
Market Square as a whole. Wroclaw dwarfs were in the second place and bridges in the third
one.

Summary of primary survey results, in which questions were directed at people coming to
Wroclaw from other regions of the country, was partly confronted with opinions of Wroclaw
residents themselves concerning their tolerance towards people from other places. Namely,
Wroclaw residents were asked on three issues. First, they were asked whether they should
be favored against people from other Polish cities during recruitment for position in a
company located in Wroclaw. For 94 surveyed people, vast majority of respondents (92.5%)
answered "no". Then respondents were asked whether it is important for them that their
friends were Wroclaw residents. In this regard, vast majority of responses were negative
ones (97.8%). Votes on the third issue, however, were distributed very differently, which is
whether they internally sympathize with people from Wroclaw. As many as 72.3% of those
surveyed answered "yes". This means that while your friends are chosen by a completely
different key than urban or regional membership, the inner bond, a sense of belonging,
seems to be very strong.

4. ANALYSIS OF WROCLAW RESIDENTS’ OPENNESS, BASED ON THEIR OWN
OPINIONS - RESULTS OF PRIMARY STUDIES

Another pilot survey, this time conducted among 51 inhabitants of Wroclaw, was designed to
determine attitudes of city citizens towards specific groups and communities. Comparison of
previous primary studies and the survey presented below serve as a kind of confrontation on
how residents of Wroclaw are perceived outside - in other words, what is the commercial
image of the city and its inhabitants, with actual attitudes and views of Wroclaw residents.
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Figure 6: Would you invite home a person of French, Roma or Ukrainian nationality?

The first set of survey questions concerned citizens views on people of different nationalities.
When asked whether they would invite home a person of French, Roma or Ukrainian
nationality, Wroclaw citizens responded affirmatively referring to French population (only 2%
of surveyed wouldn’t invite home a French person) and Ukraine (in this case, only 5.9% of
people gave a negative answer). Opinions were divided with regard to Roma population, in
relation to which hospitality declared only 23.5% of respondents, while others definitely
chose the answer "no" (Figure 6).

At the same time vast majority of Wroclaw residents have friends among foreigners, willing to
establish contact with them at work or at school. It seems that acquaintances of this kind are,
however, primarily business contacts, because of total respondents nhumber as many as
56.8% do not meet privately with foreigners, and 60.7% never tried to involve foreigners in
joint venture or project. However, when asked whether Polish children should be given
priority in recruitment to nursery/kindergarten, as many people answered “yes” as “no”. At the
same time only 5.8% of people do not wish their child to attend school/kindergarten/nursery
with children of color. People of Wroclaw don’t blame foreigners for situation on a labor
market. When asked whether they believe that employment of foreigners is going to increase
unemployment among Poles, only 15.6% of people answered affirmatively. Furthermore,
only 19.6% of respondents believe that Poles should be favored during job recruitment
process. Respondents were then asked, whether Wroclaw citizens should have priority over
those coming from other Polish cities during recruitment to companies located in Wroclaw.
They strongly rejected the idea.
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Figure 7: Would you agree if in cafeteria a person of the following social group wanted
to sit at your table?

Another group of questions concerned inhabitants relations with selected social groups in
certain situations. When asked whether they would mind if, for example, in a cafeteria,
someone tried to sit at their table, only 13.7% of people answered affirmatively.
Paradoxically, when asked about specific types of persons, number of opposing respondents
increased. 21.5% of people do not want to have at the table a person with a different skin
color, and 29.4% wouldn’t tolerate mentally retarded person in such situation (Figure 7).

Wroclaw residents were then asked whether they would mind if their close associate were a
person with partial deafness, different sexual orientation, Muslim or over 60 years old. It
turned out that the least controversy raises working with someone who's over 60 years old
and with hearing loss. Doubts arise when the collaborator would be Muslim (23.5% of people
were against) and someone with different sexual orientation (25.4% of votes against).

The last group also raised the most controversy. Wroclaw residents have friends among
people of different sexual orientation, or they just allow such possibility. They do not see
obstacles to have such individuals among their friends. At the same time, however, answers
considering possibility of homosexual marriages or allowing such individuals being teachers
of respondents’ children are distributed fairly evenly. Answers to questions that relate to
homosexual marriages and homosexual teachers are fairly evenly distributed. Both in
relation to the first question and the second, 41.1% of respondents do not want such people
in educational institutions as well as they see no need to equalize rights, while 56.8% did not
express opposition to these issues (Figure 8).
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Figure 8: Would you mind if individuals of a different sexual orientation were:

Majority of respondents - as much as 80.4% - have friends also among those who profess a
different religion. Consequently, Wroclaw citizens do not mind if their friends profess another
religion, while 13.7% stipulated that it depends on the religion.

Finally, Wroclaw residents were asked about two summarizing issues. First, authors asked, if
it is important for respondents that their friends come from Wroclaw. In this regard, there
were only 4% affirmative answers. As far as the second question is concerned, aimed at
determining how respondents internally sympathize with people from Wroclaw, voices were
divided completely differently. As many as 72.5% of those surveyed answered “yes” (Figure
9). This means that friends are chosen by a completely different key than urban or regional
origin, but inner bond and sense of belonging seem to be very strong.
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Figure 9: Relationship among Wroclaw residents
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5. WROCLAW OPENNESS COMPARED TO OTHER POLISH CITIES

One can conclude on Wroclaw inhabitants’ tolerance, although indirectly, also on the basis of
secondary data. Openness on arriving foreigners may be indicated by the number of
newcomers in this city. It can be assumed that the more immigrants will come to the city,
especially in comparison with other regions, the more the city can be considered as open.
Large number of foreigners in the place may suggest the fact that they feel accepted and
admitted to various spheres of life of a local community, and not excluded or marginalized in
interpersonal relations.

According to data from the Central Statistical Office (GUS), in the years 2000-2010 number
of foreigners coming to Wroclaw was increasing, only in the year 2010 compared to 2009,
this number slightly decreased (Table 1 and Figure 10). Eventually, in 2010, Wroclaw
attracted 278% more immigrants than in 2000. In terms of incoming foreigners, in the period
2006-2010 Wroclaw was placed at the forefront of Polish cities (Figure 11). Number of
arriving immigrants was comparable to the number recorded in Warsaw (Polish capital).
Distance between Warsaw and Wroclaw on the one hand and other Polish cities on the
other, comparable in size and importance, was significant in this period (Figure 11). It means
that Wroclaw, even though it is not the capital, has so favorable conditions that it is relatively
often selected by foreigners as a place to live.

Table 1: The influx of immigrants to Wroclaw in selected years
2000 2005 2006 2007 2008 2009 2010

206 386 457 645 733 788 778
Source: GUS data

900
800 -
700 A
600 -
500 +
400 H
300 A
200 +
100 -

2000 2005 2006 2007 2008 2009 2010

Source: own elaboration based on GUS data

Figure 10: The influx of immigrants to Wroclaw in selected years
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Figure 11: The influx of immigrants to selected Polish cities >

Tolerance of the city residents towards people coming from other regions of the country is
also one of region openness elements. This factor is particularly important as far as Polish
cities are concerned, where you can meet up with lots of circulating, often negative opinions
about openness of specific cities on internal migration. For example, there are opinions that
inhabitants of Warsaw, Krakow and Poznan are very closed and reluctant to allow relations
with outsiders®.

As a starting point for research on openness (tolerance) of Wroclaw to internal migration,
authors adopted Central Statistical Office (GUS) data on internal migration for permanent
residence. As period of research were adopted years 2000 - 2010. It can be assumed that
the more people decide to come and settle in Wroclaw - especially when compared to other
regions - and at the same time the less decided to leave Wroclaw, the greater openness of
the city. On the one hand, this could indicate that newcomers feel accepted and admitted to
various spheres of the local community life, and not excluded or marginalized in
interpersonal relations. On the other hand, Wroclaw citizens feel in their city so well that they
do not want to leave.

Data show that during the period, net internal migration to the city of Wroclaw was
characterized by high variability (Figure 12), but usually juxtaposition of people inflow and
outflow gave a positive result, but only in 2007 internal migration balance was negative. It
means that Wroclaw is a city, which more people choose as a new place to live than leave.

2 All cities which are subjects of a comparative analysis are regional capitals and - besides Warsaw - are similar in
terms of size and population. The data on migration flows to other regional capitals are not available or not
comparable.

® Tolerance of region inhabitants towards inhabitants of other regions of the country wasn't taken into account by
R. Florida as part of region openness.
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Figure 12: Internal migration balance of Wroclaw
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Figure. 13. Permanent residence internal migration balance of selected cities

It turns out that in the period under review, it is the effect that few comparable (in terms of
size and importance) Polish cities can boast. The situation is illustrated by balances of

168



10th EBES Conference Proceedings

internal migration for Wroclaw, Warsaw, Krakow, Lodz, and Poznan (Figure 13). As it is clear
from the juxtaposition, Wroclaw is among cities that since 2005 record in most cases positive
net internal migration. Only Warsaw and Krakow can still boast such a result. In Poznan and
Lodz, starting from 2005, net migration has negative values, which literally means that more
people are choosing to move out of them than to live in them.

6. CONCLUSIONS

Literature in area of psychology emphasizes that a tolerant person, open to change, new
ideas and different cultures has the potential for being creative. This is mainly due to fact that
such individuals are also open to all hypotheses, even those considered to be the most
absurd, and thus "there is nothing impossible for them." An extension of this idea on
economic basis is, among others, R. Florida's 3T theory, according to which tolerance or
openness of the region to dissidence and diversity fosters creativity in the sense that it
attracts creative people.

Wroclaw authorities’ conviction of existence of relationships between tolerance and regional
development described by Florida, makes their efforts aimed at creating and strengthening
city's image as an open one. In part, this is a successful strategy. This is indicated by
analysis of primary data collected during the pilot study.

This article focuses mainly on examination of Wroclaw inhabitants’ openness towards
foreigners and people coming from other Polish regions. To a lesser extent, Wroclaw
residents’ tolerance for people of different sexual orientation was examined. Inclusion of
openness to people from other regions is very important in assessing tolerance of a Polish
region. In the authors’ opinion, it is possible to meet above-mentioned symptoms of
discrimination against that group of people in Poland.

Based on the analysis carried out in the article, it can be assumed that people of Wroclaw
are open to foreigners, including those who profess a different religion and have a different
skin color. It is evidenced by statistical data, opinions of foreigners living in Wroclaw as well
as opinions, actions and behavior of Wroclaw residents (although to lesser extent).

Also, based on the opinion of foreigners themselves, it can be concluded that residents of
Wroclaw are open to foreigners. Evidenced by the fact that vast majority (73%) of surveyed
foreigners (who adhere to a different religion and have a different skin color) meet privately in
Poland with Wroclaw residents, including at their homes. Moreover, in most cases (51%)
these contacts occur relatively frequently, once a week or more. And most importantly, as
much as 90% of respondents foreigners believe that Wroclaw residents refer to them with
kindness and friendship. These conclusions are reinforced by fact that 16% of respondents
are in close personal relations with Poles, 22% (answering the open-ended question)
identified Wroclaw inhabitant as tolerant and open to any changes and culture, and 29%
meet privately more frequently with Poles than people of other nationalities. In all these
cases, above results should be regarded as high score. Being in personal relationship with
foreigner means admission into most intimate spheres of Wroclaw inhabitant’s life. However,
spontaneous determination of Wroclaw inhabitant as open minded in the question which
should indicate three characteristics of average city inhabitant also largely indicates
tolerance. And finally, more frequent contacts with people of other nationalities are rather
rare (regardless of residence country).

Wroclaw can be regarded as a city open to foreigners also in opinions of its residents,
although in some cases it seems that tolerance is only due to "political correctness." On the
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one hand, Wroclaw citizens are willing to establish contacts with foreigners, and 43% meets
with them in private, but on the other hand, not all foreigners are welcome. While 98% of
Wroclaw citizens would invite home a person of French nationality and 95% would invite
home somebody of Ukrainian nationality, a person of Roma nationality would be welcomed
only by 23%. It should be emphasized, however, that despite the crisis, and growing
unemployment in Poland, 81% of surveyed Wroclaw residents believe that Poles should not
be favored at the time of job recruitment, which to a large extent can be considered as a sign
of tolerance. Similarly, as many as 50% of Wroclaw residents believe that Polish children
should not be favored in recruitment to nursery, despite the fact that every year, many
children fail to qualify for it due to very small number of pre-school institutions.

Wroclaw is also a place open to internal migrants. Also, in opinion of those who come to the
city, it is considered to be an open city. Almost 40% of all respondents intend to remain in the
city on a permanent basis, 87.7% has friends among Wroclaw residents, and consequently
meet privately with residents of Wroclaw, including at their homes (72%). In addition, 92.1%
of respondents said that Wroclaw citizens relate to them friendly and the same percent did
not meet with any hostility on the part of Wroclaw residents. All of these results can be
regarded as a sign of openness on the part of the city inhabitants. In addition, visitors
showed a great knowledge of Wroclaw: they associate public figures, places, symbols, and
socio-cultural initiatives, which suggests that they are emotionally connected with the city,
and that they feel good in it. And finally, in an open-ended question, 43.8% of respondents
spontaneously identified a Wroclaw resident as open and tolerant person, and in addition
28.1% characterized them as polite, friendly and pleasant, which in this case can also be
regarded as a sign of openness.

Based on Wroclaw residents’ opinion, the city can be defined as open to internal migrants.
96% of respondents say, it does not matter which Polish city their friend comes from, which
means that Wroclaw residents choose friends according to criteria other than nationality or
region of origin. In addition, Wroclaw citizens think that when interviewing for job in Wroclaw,
in no way they should be privileged, what also testifies to openness.

Conclusions of the primary study are strengthened by the secondary one. Statistics show
that in years 2000-2010 number of immigrants coming to Wroclaw increased by 278%, and
in 2007-2010, Wroclaw and Warsaw (Polish capital) were cities which attracted far more
foreigners than other Polish cities. It can be assumed that these trends indicate openness of
Wroclaw, as apparently foreigners feel accepted, since they choose the city as place of
residence. Such high scores for Wroclaw, as far as number of incoming foreigners is taken
into account, could be explained by favorable geographical location and income level of the
city (Wroclaw is located in southwestern part of the country — in proximity of other EU
countries; belongs to so-called “A Poland”, which is characterized by standard of living and
higher incomes of residents than in “B Poland”). However, the capital of Wielkopolska region
- Poznan - also has a favorable location and a high income, and yet less foreigners flows to
this city.

Wroclaw is also a place open to internal migrants. Number of people coming to Wroclaw
from other Polish regions in 2010 increased by 45% compared to 2000, and from 2005 to
2010 placed Wroclaw in third place (behind Warsaw and Krakow) in terms of internal
migrants coming, but the distance separating it from Krakow was short. Additionally, with one
exception, in the period 2005-2010 Wroclaw registered a positive balance of internal
migration, which means that more people were coming to it than left the city. Such a good
result could still be boasted by Krakow (in one case, a negative balance) and Warsaw
(entirely positive balance). Poznan and Lodz permanently showed a negative balance in this
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regard.

Wroclaw is not a place open to all social groups. While foreigners and internal migrants can
feel accepted, people of different sexual orientation are accepted to a lesser extent (in the
light of Wroclaw residents’ own opinions). Although Wroclaw citizens have friends among
such people or allow such possibility, 25.4% of respondents wouldn’t want their close
associate to be a person of a different sexual orientation, 41.1% would not like such persons
to be teachers of their children and the same percent of respondents opposes marriages of
the same sex couples.

In summary, it is difficult to clearly identify Wroclaw’s degree of openness. If we recognize,
like R. Florida, that the most important determinant of tolerance is tolerance towards
homosexuals, it would be difficult to consider the city as fully open. It should be noted at this
point that the analysis of Wroclaw residents’ openness towards this social group was carried
out only on the basis of residents’ opinion, who answered a very limited set of questions
about attitudes towards people with different sexual orientation.

However, taking into account Wroclaw residents’ openness to foreigners and internal
migrants, majority of data and information supports the fact that Wroclaw is an open city,
even compared to other Polish cities (of similar size and importance). It can therefore be
concluded that Wroclaw has the potential to attract talented individuals, and consequently to
the regional development.
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Abstract: Many organizations are adopting the strategy of continuous learning to survive
and remain competitive in the turbulent business environment. Becoming a learning
organization is one of the best ways an organization can improve their services and practices
in order to increase their effectiveness and achieve competitive advantage. In this context,
the leadership styles of the top management are imperative in facilitating the transition to be
a learning organization. The current study attempts to: (1) examine the link between
leadership styles (transformational leadership and transactional leadership) and building a
learning organization and (2) whether the influence of transformational leadership is stronger
than of a transactional type of leadership. The statistical results obtained from 150
manufacturing firms in Malaysia indicate significant positive relationships between
transformational leadership and building a learning organization. The findings suggest the
leadership style that is characterized by idealized influence, inspirational motivation,
intellectual stimulation and individual consideration are important to generate learning in the
organization.

Keywords: Learning Organization, Leadership Styles, Transformational Leadership
1. INTRODUCTION

The competitive pressures of the turbulent business environment have called for the
development of a new, improved and effective form of organizations (Gunasekaran, 2004).
Singh (2008) highlighted that the existing structure and approaches of organization are not
flexible enough to respond effectively hence competitiveness can no longer be achieved with
traditional management approaches but need a change in organization and leadership. As
the knowledge economy demands quality human resources, the capability of an organization
depends on how fast they can transform to be an organization that continuously learns. This
has led to the popularity of learning organization which integrates learning and work in order
to sustain continuous improvement of the organization (Watkins and Marsick, 1996). In other
words, in a learning organization, people are valued, knowledge is used intensively and new
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competencies are sought to better improve the organization. Advocated as an appropriate
paradigm in managing all types of organizations, previous studies associated learning
organization with positive organizational outcomes such as competitive advantage (e.g., Atak
and Erturgut, 2010; Rowden, 2001; Senge, 1990) and improved performance (e.g., Ellinger
et al. 2002; Sahaya, 2012; Yeo, 2003).

The role of a leader becomes more critical and important as organizations continuously
improve and evolve (Nafei et al. 2012). In other words, the motivation to learn may also come
from the types of leadership possessed by the top management of the organization.
However, the literature rarely addresses the relationship between leadership styles in
building a learning organization (Zagorsek et al. 2009) particularly in the Asian context.
Furthermore, this issue received minimal attention in the Malaysian context. Thus, it is
imperative to explore whether leadership styles matter in building a learning organization. To
fill this gap, this study attempts to provide empirical evidence on whether leadership styles of
the top management influence the building of learning organization in Malaysia. Specifically
this study attempts to answer the following questions: (1) what is the link between leadership
styles and building a learning organization?; (2) which leadership style has a stronger
influence on building a learning organization?

2. LEARNING ORGANIZATION

Scholars and practitioners have shown an increasing interest in the concept of learning
organization (Sahaya, 2012). Defined as an organization that inculcates culture and
facilitates learning of all its members, learning organization possesses characteristics to
meet the ever-changing needs of the environment. The concept of learning organization is
most associated with Senge (1990) as a result of his publication The Fifth Discipline: The Art
and Practice of the Learning Organization. Senge believed that an affective learning
organization is an organization that regenerates itself through learning. According to Senge
(1990), there are five components which are essential to a learning organization: shared
vision, personal mastery, mental models, team learning and systems thinking. Watkins and
Marsick (1997) on the other hand suggest that a learning organization is a constantly learning
and transforming organization. Seven imperative actions were identified for a learning
organization. Table 1 provides the definition of each of the dimensions of a learning
organization.

3. LEADERSHIP STYLES IN BUILDING LEARNING ORGANIZATIONS

Leaders especially top management play a very significant role in building high performing
organizations. Vision, motivation, systems and structures are provided by leaders at various
levels in order to assist organizational learning, thus developing the organization to be a
learning organization (Senge, 1990). The concept of transformational-transactional
leadership was first articulated by Burns in 1978 and later was modified by Bass (1985).
According to Bass (1985), transformational leadership refers to the process of building
commitment to the organization’s objectives and empowering followers to accomplish these
objectives. The four dimensions that comprise transformational leadership are encouraging
subordinates to view problems from new perspectives (intellectual stimulation), provide
support and encouragement (individualized consideration), communicate vision (inspirational
motivation), and stimulate emotion and identification (idealized influence) (Bass and Avolio,
1995). Transactional leadership on the other hand is based on the exchange on what is
required and will reward if the requirements have been fulfiled. Transactional leadership
consisted of two dimensions, firstly, contingent reward which referred to as a process where
the leader and follower mutually agree role and responsibilities for realizing selected
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objectives and secondly, management by exception (active) and management by exception
(passive). The former describes an active leader who seeks for variances from expectations
and carries out corrective action when abnormalities are recognized. The passive form
explains the inclination to tendency to interfere, often unwillingly, only when particular
problems become evident (Bass, 1985).

Table 1: Model of the seven dimensions of the learning organization

Dimensions

Definition

Create continuous learning

Learning is designed into work so that people can learn on the job;
opportunities are provided for ongoing education and growth.

Promote inquiry and
Dialogue

People gain productive reasoning skills to express their views and the
capacity to listen and inquire into the views of others; the culture is changed
to support questioning, feedback, and experimentation.

Encourage collaboration
and team learning

Work is designed to use groups to access different modes of thinking; groups
are expected to learn together and work together; collaboration is valued by
the culture and rewarded.

Create systems to capture
and share learning

Both high- and low-technology systems to share learning are created and
integrated with work; access is provided; systems are maintained.

Empower people toward a
collective vision

People are involved in setting, owning, and implementing a joint vision;
responsibility is distributed close to decision making so that people are
motivated to learn toward what they are held accountable to do.

Connect the organization
to its environment

People are helped to see the effect of their work on the entire enterprise;
people scan the environment and use information to adjust work practices;
the organization is linked to its communities.

Provide strategic leadership
for learning

Leaders model, champion, and support learning; leadership uses learning
strategically for business results.

Source: Marsick and Watkins (2003)

A few researchers (Abu Daud, 2009; Vera and Crossan, 2004; Zagorsek et al. 2009) have
called for an integrative leadership styles to enhance organizational outcome.
Transformational-transactional leadership approach has been identified as one of them (Abu
Daud, 2009). Previous studies portrayed transformational leaders as individuals that lead to
positive organizational outcomes such as enhanced organizational performance (Bass, 1985).
Indeed, a few studies such as Singh (2008); and Aragon-Correa et al. (2007) found
transformational leadership facilitates learning in organization. However, recently more
studies confirmed that not only transformational leadership style lead to building a learning
organization, indeed transactional leadership has also influences the building of a learning
organization. For example Nafei et al. (2012) revealed both transformational and transactional
leadership were related to organizational learning among Saudi Banks in Kingdom of Saudi
Arabia. In a study of various organizations in Slovenia, Zagorsek et al. (2009) found that both
transformational and transactional leadership styles have a strong impact on organizational
learning. Specifically both transformational and transactional leadership demonstrated a
strong direct impact on two dimensions of organizational learning namely information
acquisition; and behavioral and cognitive changes. However, the direct impact of transactional
leadership on behavioral and cognitive changes is even stronger than with transformational
leadership. In Lebanon, Angela et al. (2011) who conducted a study on retail sector found that
both transformational and transactional leadership styles are positively related to various
learning organization dimensions. Their study also confirmed that transformational leaders
have more profound influence in cultivating a learning organization environment than
transactional leaders do. Therefore it is hypothesized that:

H,: There is a positive significant relationship between transformational leadership and
learning organization dimensions.
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H,: There is a positive significant relationship between transactional leadership and learning
organization dimensions.

4. METHODOLOGY

The study used organization as the unit of analysis. Middle managers were chosen as key
respondents as they were identified to have an adequate level of involvement with regards to
the issues under investigation. A middle manager of each organization was asked to rate the
top management’s leadership style and to what extent they practice learning organization in
their respective organization. To measure leadership styles, the study adapted Bass and
Avolio’s (1995) Multifactor Leadership Questionnaire (MLQ-5x), which is one of the most
widely and tested measures to measure transformational and transactional leadership
(Amitay et al. 2005; Zagorsek et al. 2009). 32 items were used to represent four dimensions
of transformational leadership and two dimensions of transactional leadership. Learning
organization was measured using 21 items of Dimensions of Learning Organization
Questionnaire (DLOQ) developed by Watkins and Marsick (1996). Previous research has
established sufficient reliability levels for all scales, and both the content and construct
validity of the DLOQ have been confirmed (Yang, 2003). All items in the questionnaire were
presented using seven-point Likert Scale from scale ranging from 1 = “Strongly disagree” to 7
= “Strongly agree”.

Prior to the study, the questionnaire underwent a pilot test with 30 managers from three
manufacturing organizations. Based on the feedbacks obtained, minor modifications were
made and the questionnaires were then ready to be distributed. In order to obtain
information, personal requests to conduct the survey were made to each manufacturing
organization. This sector was chosen for our study because manufacturing organizations
operate in an increasingly complex setting (Challis et al. 2005). In order to survive,
organizations need to improve their performance through learning and manufacturing
organizations are no exception. Indeed, there is a call on ‘learning factory’ recently to
indicate that not only service organizations need to learn continuously but manufacturing
organizations as well. An exploratory study conducted by Norashikin et al. (2009) indicated
that manufacturing organizations in Malaysia were still new in the learning organization
approach but they are definitely moving towards it. Using a random sampling method, 547
organizations were contacted but only 150 manufacturing organizations replied and indicated
their interest to participate in the study. Questionnaires were then mailed to the respective
participating organizations. Upon completion, the questionnaires were then mailed by
respondents using the self-address envelopes provided.

Data was statistically analyzed using the Statistical Package for Social Sciences (SPSS).
Descriptive statistics were conducted to establish frequency distribution for demographic
profiles while correlation was used to understand the interdependence between variables.
Prior to the testing of the relationships, factor analysis was conducted. Finally, multiple
regression analysis was employed to test the hypotheses.

5. FINDINGS

A total of 150 questionnaires were returned yielding a response rate of 27.42 percent. The
samples selected for this study comprised of manufacturing organizations from all over
Malaysia. In terms of size, majority participating organizations (57.3%) employed less 500 full
time employees. 28 percent of the responding organizations were electric and electronics
based. There were also more males (68.7%) than females respondents in this study. Finally,
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the respondents were diverse in terms of ethnicity with the highest number of respondents
were the Malays at 66.7 percent.

Factor analysis was conducted to assess the validity of measures for variables used in the
study. The factor analysis conducted on 20 items of transformational leadership resulted in
one factor which explained 57.1 percent of the variance. This factor was named
‘transformational leadership’. The factor analysis for transactional leadership resulted in two
factor solution explaining 59.9 percent of variance in the data. The first factor was named
‘management by exception (passive)’ while the second factor was named ‘contingent reward
leadership’. As for learning organization variable, factor analysis conducted resulted in five
factors with 65.9 variance explained. The factor was named team learning and inquiry,
leadership support, embedded system and empowerment, systems connection and
continuous learning respectively.

Descriptive statistics and inter-correlation of the study’s variables are shown in Table 2.
Among the independent variables, transformational leadership showed the highest mean of
5.28. The standard deviation for independent variables ranged from 0.70 (transformational
leadership) to 1.41 (management by exception (passive). The mean scores for learning
organization dimensions ranged from 4.21 (continuous learning) to 5.09 (leadership support).
The Cronbach’s alpha reliability of the variables studied ranged from .59 to .87. Nunnally
(1967) has argued that reliability estimates of .5 to .6 are sufficient for basic research. The
magnitude of the correlation for variables measures ranges from (r) = 0.09 to (r) = 0.61.
Every variable is significantly correlated with each other.

Table 2: Descriptive statistics, Cronbach’s alpha, and Zero-order correlations of all
study variables

Variables 1 2 3 4 5 6 7 8
1. Transformational 0.84 -0.48** 0.70~ 0.36** 0.32** 0.33**  (0.32** 0.09
leadership

Transactional leadership

2. Management By Exception 0.59 -0.30** -0.36** -0.31* -0.25* -0.39** -0.11
(Passive)

3. Contingent reward 0.60 0.21* 0.18* 0.17* 0.13 0.12
leadership

Learning Organization

4. Team Learning and Inquiry 0.87 0.57*  0.61*  0.58* 0.32*

5. Leadership Support 0.78 0.44**  0.50**  0.34**

6. Embedded system and 0.69 0.46**  0.22**
empowerment

7. Systems Connection 0.75 0.18*

8. Continuous Learning 0.59
Mean 5.16 3.57 4.98 4.67 5.09 4.85 4.88 4.21
SD 0.70 141 0.87 1.04 0.90 0.95 0.94 1.32
Number of items 13 4 5 6 4 3 4 2

Note: (N=150) Diagonal entries indicate Cronbach’s Alpha values. ** Correlation is significant at the 0.01 level (2-
tailed) * Correlation is significant at the 0.05 level (2-tailed)
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To further investigate the relationships among the variables, a series of multiple regression
analyses between independent variables (transformational leadership, management by
exception (passive) and contingent reward leadership) and the dependent variables (team
learning and inquiry, leadership support, embedded system and empowerment, systems
connection and continuous learning) were conducted. As shown in Table 3, four regressions
were found to be significant: team learning and inquiry, R? = 0.177; leadership support, R? =
0.13; embedded system and empowerment, R? = 0.12 and system connection, R? = 0.18.
Continuous learning was found not significant towards any of the independent variable. The
independent variables explained 17.7 percent of the variance in team learning and inquiry;
13.3 percent of the variance in leadership support; 12.7 percent of the variance in embedded
system and empowerment, 18.7 percent of the variance in systems connection and .9
percent of the variance in continuous learning. Transformational leadership was found to be
the predictor for team learning and inquiry, leadership support, embedded system and
empowerment; and systems connection. However, transformational leadership seen to be a
more important predictor to embedded system and empowerment than team learning and
inquiry, leadership support and systems connection. Hypothesis 1 is thus partially supported.
Management by exception (passive) and contingent reward leadership did not predict any of
the learning organization dimensions thus giving no support to Hypothesis 2.

Table 3: Multiple regression for leadership styles and learning organization

Variables Criterion
Team Learning Leadership Embedded Systems Continuous
and Inquiry Support system and Connection Learning
Std B Std B empowerment Std B Std B

Std B

Predictor

Transformational 0.29** 0.27* 0.36** 0.30** -0.02

Leadership

Transactional

Leadership

Contingent Reward -0.07 -.07 -0.11 -0.16 0.12

Leadership

MBEP -0.24** -0.20* -0.12 -0.30** -0.09

R? 17.7 13.3 12.7 18.7 2.1

F 10.47* 7.49** 7.1%* 11.23* 1.06

N= 150. *p<.05; **p<.01
6. DISCUSSION

This study was designed to gain insight in the building of learning organizations from the
perspective of leadership styles. It has been proposed that transforming into learning
organizations is imperative to meet the present business environment and certain leadership
styles impact the building of learning organizations. Specifically, this study examined the
relationship between leadership styles of transformational leadership, management by
exception (passive) and contingent reward leadership. Results showed that transformational
leadership predicted team learning and inquiry, leadership support, embedded system and
empowerment; and systems connection. Characterized by intellectual stimulation,
individualized consideration, inspirational motivation and idealized influence, transformational
leaders generate the development and change in an organization (Viitala, 2004). Hence,
leadership styles that are characterized by inspirational and participative behavior, mutual
trust, and respect for subordinates’ ideas and feelings tend to move towards as learning
organizations compared to the leadership styles that are characterized by task oriented and
autocratic behaviors. Intellectual stimulation encourages the organizational members to look
at things from new perspectives and generate new ideas, hence encourage learning.
Individualized consideration provides support to employees in the organization and therefore
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help in the building of learning organization. By articulating vision of leaders through
inspirational motivation, employees have clear and compelling view of what leaders expected
in them to better improve the organization. This help to evolve into learning organizations
(Johnson, 2002). Leaders also need to give emphasize on the moral and inferences of their
decisions and sacrifice for the betterment of the organization as indicated in idealized
influence to build a learning organization. The above findings support studies by Amitay et al.
(2005), Aragon-Correa et al. (2007), Coad and Berry (1998), Politis (2002), Singh (2008) and
Zagorsek et al. (2009) that transformational leadership is necessary to facilitate learning in
the organization.

As for transactional leadership, management by exception (passive) and contingent reward
leadership do not predict any of the learning organization dimensions. Indeed management
by exception (passive) indicated significant negative relationships on a few learning
organization dimensions. This explains that leaders who fail to intervene until problems
become serious hinder learning in an organization. Although we anticipated relationship
between contingent reward leadership and learning organization dimensions the results
showed otherwise and this surprised us. This can be explained by firstly, looking at the
context of manufacturing organizations. Clarifying roles and task requirements are more
inclined towards routine works and specialization hence does not encourage learning. Even
though rewards are contingent on the fulfilment of the task, employees are not willing to learn
new things as they are rewarded based on only the completion of the task. Secondly, another
reason that could contribute to this is the responding organizations are undergoing change
due to the pressures of the business environment therefore transformational leadership are
more appropriate compared to transactional leadership which is more effective in a stabilize
condition (Bass, 1985).

The contributions of this study are of importance, firstly, due to the fact that this is an
empirical work. As most writings on learning organization are conceptual in nature (Popper
and Lipshitz, 2000; Zagorsek et al. 2009), therefore it is imperative to fill the gap of scarce
empirical work on the topic especially in Malaysia. Secondly, this study empirically proves
that leadership that are characterized by leaders that inspire the morale and motivation of
their subordinates i.e., transformational leadership is crucial in building a learning
organization. From a theoretical point of view, this study integrates two different fields of
learning organization and leadership from an empirical perspective. The present study
suggests some implications for human resource managers and the top management on the
important role of leaders in promoting learning at all levels and provide opportunities for
people in their organization to learn. This also suggests that in building a learning
organization, more leadership training focusing on transformational leadership style should
be conducted.

The findings of this study raised several limitations that should be considered in pursuing
future research. First, the sample of this study was from the manufacturing industry and it
can only be generalized within that context only. Further expansion of the research across
different industries and geographical regions would significantly contribute to the better
understanding of the relationship between leadership styles and building a learning
organization. Secondly, this study employed a cross-sectional study design, which focuses
on issues at one point in time, over a longitudinal design. Since becoming a learning
organization is not an overnight process and the interrelationships between the variables
evolve over time, future research should consider the use of a longitudinal design to obtain
such details. A longitudinal treatment of data might yield additional insights in the impact of
transformational leadership and learning organization. Finally, this study is limited to the
direct effect of leadership styles on learning organization. Future study should include
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moderating or mediating variables such as organizational culture to get a better
understanding of the relationship between leadership styles and building a learning
organization.

7. CONCLUSION

In conclusion, this study builds on previous research showing that leadership styles
specifically transformational leadership is significantly and positively related to building a
learning organization. Back to the question asked at the beginning: Do leadership styles
matter in building a learning organization? The answer here is a qualified yes. Which type of
leadership style has a stronger influence on building a learning organization? The answer is
transformational leadership style. The more top management practice transformational
leadership style, the more the organizations are moving towards to be learning organizations.
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Abstract: Aimed at reducing air traffic delays, this paper proposes a contract signed
between the regulator and the monopoly airline to implement a delay reduction service.
Different from previous literature, in this paper, the expected delays per flight are only a
function of safety levels and the regulator's objective function is a weighted sum of the
monopoly airline's profit, passenger surplus, and the regulator's profit. This paper first derives
and compares the optimal contracts under complete and incomplete information. Then, this
paper shows that the effects of the increases of safety levels on the optimal degrees of the
delay reduction service depend on the safety elasticity of delay and the safety elasticity of
cost. This paper also shows that the changes of the weights can create different incentives
for the regulator to adjust the optimal degrees. Moreover, this paper proposes some relevant
policy recommendations for the regulator.

Keywords: Air Traffic Delays, Safety, Regulator’'s Objectives, Contract, Policy
Recommendations

1. INTRODUCTION

The Single European Sky ATM! Research (SESAR) project started by the Council of the
European Union at 2006 aims at satisfying future capacity and safety needs at a European
level. The Council plans to enable a 3-fold increase in capacity which also reduces air traffic
delays, improve the safety performance by a factor of 10, and enable a 10% reduction in the
effects flights have on the environment.? Particularly, in the context of the SESAR project,
airlines can reveal their preferences in the regulation, which means that the regulator can sell
services to airlines to help them reduce delays® and costs. The motivation of this paper is to
study the optimal contracts signed between the regulator and the monopoly airline.
Specifically, this paper tries to study the effects of the information structures (complete and
incomplete information), safety levels, and the regulator's objectives on the optimal contracts.
Moreover, according to the analysis, this paper tries to propose some relevant policy
recommendations for the regulator.

| acknowledge Estelle Malavolti for her insightful comments and unfailing support. | also thank Daniel Garrett,
Yong Sui, Gang Wang, Miaomiao Dong, Lei Liu, and the participants of 10th EBES Conference, Istanbul, Turkey,
2013 ECORE Summer School “Governance and Economic Behavior”, Leuven, Belgium, and China Meeting of
the Econometric Society 2013, Beijing, China for helpful discussions. Needless to say, | am responsible for all
remaining errors.

L ATM is an abbreviation for Air Traffic Management.

2 The European Air Traffic Management Master Plan - Edition 1 (European Commission and EUROCONTROL,
2009).

% In some studies, there is a difference between schedule delay and flight delay (Basso, 2008). Schedule delay is
the gap between passengers' actual and desired departure time while flight delay can be measured by the gap
between flight actual and scheduled arrival time. Relative to flight delay, schedule delay is more subjective
because it mainly depends on passengers' desire. Thus, this paper only focuses on flight delay, i.e., air traffic
delays in this paper refer to flight delay.
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In general, congestion and safety consideration are the two main factors resulting in air traffic
delays. According to Cohen et al. (2009), if airlines neglect the costs they impose on the
others, they always schedule more flights exceeding the capacity of airspace and airports.
Then, congestion may probably happen. This is the congestion externality problem.
Generally speaking, there is a trade-off between safety levels and delays, i.e., the higher the
safety level the regulator maintains is, the more likely the delays happen. Some accidental
factors, for example, bad weather and technical problems, are serious threats to air traffic
safety. Thus, the regulator may create some delays to ensure safety.

To solve the congestion externality problem, there are mainly two kinds of approaches, price-
based approaches (Basso, 2008; Brueckner, 2002; Pels and Verhoef, 2004; Yang and
Zhang, 2011; Zhang and Zhang, 2003; 2006; 2010) and quantity-based approaches (Basso
and Zhang, 2010; Brueckner, 2009; Cohen et al. 2009; Czerny, 2010; Verhoef, 2010).
According to Brueckner (2009), under price-based approaches, the airport declares a charge
per flight and then airlines choose the number of flights they wish to schedule. Price-based
approaches can be implemented by either a differentiated, airline-specific congestion toll or a
uniform per-flight charge. Particularly, Brueckner (2002) studied the optimal congestion toll
under different market structures. If the airport is used by a monopoly airline, congestion can
be fully internalized and thus there is no need to charge congestion toll. However, if the
airport is used by several airlines, congestion can just be partially internalized and thus a toll
is needed for uninternalized congestion. According to Brueckner (2009), under quantity-
based approaches, the airport declares a total desired number of flights and then achieves
by allocating a corresponding number of slots. Quantity-based approaches can be
implemented by either a slot-distribution regime where a fixed total number of slots are
distributed for free and then airlines are permitted to trade as they want or a slot-auction
regime where slots are completely allocated through an auction.

This paper, however, will not focus on congestion. On the one hand, according to the goals
of the SESAR project, capacity will greatly expand, which implies that congestion may no
longer be a serious problem in the future European sky and airports. On the other hand, this
paper studies a monopoly case. According to Brueckner (2002), congestion can be fully
internalized by a monopoly airline and thus does not exist. Therefore, this paper will use a
new delay function, which is proposed in Wang (2013). Specifically, instead of the total
number of flights and airport capacities, we will only model safety levels into the delay
function, which is also consistent with the observation that safety consideration is the other
main source of delays except congestion. To reduce the delays caused mainly by safety
consideration, we will introduce a delay reduction service which can be provided by the
regulator. In the context of the SESAR project, a new generation air traffic management
system will be used by the regulator in the future, which makes a better coordination for
flights possible. Thus, technically, the regulator will have the ability to reduce delays through
the new management system. From the economic aspect, the regulator can sell the delay
reduction service through a contract, in which the degree of the delay reduction service’ the
regulator provides to the airline and the transfer the airline pays to the regulator are
formulated.

This paper is in fact a further study of Wang (2013), where the regulator sells the delay
reduction service to duopoly airlines through a second-price sealed-bid auction. Wang (2013)
focused on the relationship between the airlines' equilibrium bids and their types, the effect of

* For the degree of the delay reduction service, we can understand in the following way. Suppose the regulator
can provide n items of the delay reduction service. If the airline buys i items, 1 <i < n, then the degree is
(100i/n)%. The more items the airline buys from the regulator, the larger the degree of the delay reduction service
will be.
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the increases of safety levels on the regulator's equilibrium revenue, and in equilibrium, the
effects of the mechanism on airlines competition and passenger surplus. This paper,
however, derives and compares the optimal contracts under complete and incomplete
information and studies the effects of the increases of safety levels on the optimal degrees of
the delay reduction service. In this paper, the regulator's objective function is a weighted sum
of the monopoly airline's profit, passenger surplus, and the regulator's profit. Therefore, this
paper also studies the effects of the changes of the weights on the optimal degrees of the
delay reduction service.

In particular, there is a significant difference between this paper and some regulation
literature (Baron and Besanko, 1984; Baron and Myerson, 1982; Laffont and Tirole, 1986). In
those studies, the regulator's objective function is a weighted sum of consumer and producer
surplus. In this paper, however, as we have described, the regulator's objective function also
includes its own profit.

To briefly summarize, this paper contributes to the literature of air traffic delays on three
aspects. First, this paper uses a new delay function and a new regulator's objective function.
Second, this paper proposes a contract to implement a delay reduction service. Specifically,
the optimal contracts are incentive feasible and passengers can enjoy benefits from them.
Third, this paper proposes some relevant policy recommendations for the regulator.

The remainder of the paper is organized as follows. Section 2 introduces the model. Section
3 derives and compares the optimal contracts under complete and incomplete information.
Moreover, this section studies the effects of the increases of safety levels and the changes of
the weights on the optimal degrees of the delay reduction service. Besides, this section also
studies four examples to illustrate some results. Section 4 concludes the paper and
summarizes the policy recommendations proposed in the paper.

2. THE MODEL

In this paper, the regulator sells a delay reduction service to the monopoly airline through a
contract.

Suppose that the monopoly airline is risk neutral and its profit before signing this contract is
T=A—-0D(S),

where A is a parameter with A>0, 8 denotes the airline's value of time, S denotes the safety
levels the regulator maintains, and D(S) denotes the expected delays per flight.

From this equation, we can see that the monopoly airline's profit decreases with air traffic
delays.

We define 6 as the airline's type. © may be unobservable to the regulator. However, it is
common knowledge that 6 belongs to the set © = {6, 6}, where 6,6 > 0 and A6 =6 —8 > 0.
If 8 is the airline's private knowledge, we assume that the airline can be either the one with
type 0 or 6 with probabilities v and 1-v respectively. For the safety levels, we assume that a
safety level is set by the regulator ex ante and satisfies the minimum requirement. Moreover,
we assume that the expected delays per flight D(S) strictly increase with safety levels S, i.e.,
D'(S) > 0, which captures the fact that the higher safety level the regulator maintains is, the
more likely the delays happen.
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Remark 1. Usually, the delay function is modeled as K(KQ_Q). The US Federal Aviation

Administration (1969) first proposed this specification and Horonjeff and McKelvey (1983)
made a further discussion. Many studies, for example, Basso (2008), Morrison (1987), Oum,
et al. (2004), and Zhang and Zhang (1997), used this specification in their models. Moreover,
Yang and Zhang (2011) used a delay function which was linear in Q. In this paper, however,
just because of the reasons we have discussed in Section 1, we use a new delay function,
which is proposed in Wang (2013). Specifically, the expected delays per flight are only a
function of safety levels, i.e., D(S).

The regulator signs a contract with the monopoly airline. The contracting variables are R and
T, where R is the degree of the delay reduction service the regulator provides to the airline
and T is the transfer the airline pays to the regulator. After obtaining the delay reduction
service, the monopoly airline's profit becomes

mT=A-06D(S)[1-a(R)]—T,

where a(R) is the fraction of delay reduction the airline can enjoy if the degree of the delay
reduction service it purchases is R.

We assume a'(R) > 0, a'(R) < 0, and a(R) = 0. This assumption implies that the marginal
value of the delay reduction service is positive but strictly decreasing with the degree and the
airline cannot enjoy any benefit if the degree it purchases is zero.

Remark 2. In general, an airline has private knowledge mainly on two aspects, the fraction of
delay reduction and the value of time. Wang (2013) models according to the first aspect
while this paper models according to the second one.
Suppose that passenger surplus is

PS =B - BD(S),
where B is a parameter with B>0 and 8 denotes the passengers' value of time. From this
equation, we can see that passenger surplus decreases with air traffic delays. After the
airline signs the contract, passengers will also enjoy delay reduction but pay nothing. Thus,
passenger surplus becomes

PS = B —BD(S)[1 — a(R)].

We assume that the regulator tries to use the transfer to cover the cost of providing the delay
reduction service. If the transfer is not enough, the regulator will use the revenue from its
other activities to fill the gap. Then, according to this assumption, we can write the regulator's
profit, i.e.,

¢ =T—-C(OR,

where C(S) is the regulator's marginal cost of providing the delay reduction service, given a
safety level.

We assume that the regulator's marginal cost C(S) strictly increases with safety levels S,
i.e.,,C'(S) > 0. In fact, when providing the delay reduction service, the regulator has to
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schedule more staff if it hopes to achieve a higher safety level, which will inevitably result in a
higher cost.

From the perspective of normative analysis, the regulator should act as a social planner,
whose objective is to maximize social welfare. However, in reality, this may not be the case,
i.e., sometimes the regulator may put some emphasis on its own interests. Therefore, in this
paper, we assume that the regulator includes its own profit as a part of its objective function.
Of course, under some condition, the objective function of the regulator can be the one of a
social planner.

Suppose that the regulator's objective function is a weighted sum of the monopoly airline's
profit, passenger surplus, and the regulator's profit, i.e.,

W = }\11'[ + }szs + }L3(I),

where A;, A,, and A; are the weights of m, PS, and ¢ respectively with A;,A,,A; =0 and
}\1 + }\2 + }\3 = 1

In particular, if A\; =2, = A3 = % the regulator actually acts as a social planner.

Remark 3. The regulator's objective function in this paper is significantly different from the
one in some regulation literature. In those studies, the regulator's objective function is a
weighted sum of consumer and producer surplus, without the regulator's profit. There are two
reasons for the difference. On the one hand, the regulator in this paper is “the producer’, i.e.,
the regulator pays some costs to “produce” the delay reduction service and thus it will
consider the costs when making decisions. On the other hand, in reality, sometimes the
regulator does not act as a social planner, i.e., the regulator may put some emphasis on its
own profit.

Moreover, we assume that the regulator values more its own profit than the monopoly
airline's profit, i.e., A; = ;. In fact, when A; < 1,, the regulator will optimally set the transfer
as lower as possible, which contradicts to the assumption that the regulator tries to use the
transfer to cover the cost.

Remark 4. From the equations above, we can clearly see that the model does not involve the
airline's decision about the optimal number of flights it will schedule. The reason to make this
assumption is to simplify the airline's decision process and thus facilitate us to focus on the
regulator's decisions. The timeline is shown in Figure 1.

t=0 trl tx2 t+3
\‘L_, \‘l’_l \1:, \I, time
Monopoly airline’s Regulator Monopoly The contract
type becomes offers a airline accepts is executed
common or contract or refuses
private knowledge the contract

Figure 1: Timeline
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3. ANALYSIS OF THE OPTIMAL CONTRACTS
3.1. Optimal contracts

We first assume that the optimal contracts can ensure (f + 6)D(S)a(R) — C(S)R = 0. Only
under this assumption, the delay reduction service is socially valuable.

Under complete information, the monopoly airline's type is common knowledge. The
regulator's optimization program for the airline with type 8 can be written as

{{%%(}W = M{A—0D(S)[1 - a(R)] = T} + A,{B—BD(S)[1 — a(R)]} + As[T — C(S)R]
subject to A — 8D(S)[1 — a(R)] — T = A — 8D(S).

In this optimization program, R and T denote the degree of the delay reduction service and

the transfer respectively the regulator designs for the airline with type 8. Besides, the
constraint is the monopoly airline's participation constraint.

Define U = 8D(S)a(R) — T. Plugging T = 8D(S)a(R) — U into the optimization program, we
can obtain

{r(‘gep;}W = M[A—8D(S)] + A{B —BD(S)[1 — a(R)]} + A5 [ED(S)a(i) - C(S)ﬁ] — (A3 =AU
RT

subject to U = 0.

Optimally, the regulator will set U = 0. Plugging it into the objective function and taking the

first order condition with respect to R, we can obtain

, (—FB _ A3C(S)
a (R ) T (AB+A:0)D(S) (1)

—FB . , . . . . —
where R is the first-best degree of the delay reduction service for the airline with type 6
from the regulator's perspective. For the second order derivative, we have (A,B+

A®D(S)A (R ) < 0, which implies that R maximizes the objective function. Then, the first-
best transfer for the airline with type 8 is

T =8p®a(R ). )

In exactly the same way, we can obtain the first-best degree of the delay reduction service
and the first-best transfer for the airline with type 9, i.e.,

'(RFBY) = ___MC)
oa(R™) = Gihon® (3)
TF8 — gD (S)a(R"E). @

Finally, Lemma 1 summarizes the optimal contracts under complete information.
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Lemma 1. Under complete information, the optimal contracts are (EFB,TFB) if 9 =6 and
(RFE,TFB) If @ = 6, where RO,T" RFB_ and TF® are given by (1) to (4).

According to (1) and (3), because of 8 > 8 and a’(R) < 0, we can obtain. Moreover, we can
—FB

also obtain R~ > RFB. These imply that, under complete information, the airline with a higher

value of time will enjoy a higher degree of the delay reduction service and pay a higher

transfer to the regulator.

Then, we will derive the optimal menu of contracts under incomplete information.

According to Laffont and Martimort (2002), we first give the definition of incentive compatible.

Definition 1. A menu of contracts {(R,T),(R,T)} is incentive compatible when (R,T) is

weakly preferred to (R,T) by the airline with type 6 and (R,T) is weakly preferred to (E, T) by
the airline with type 6.

Under incomplete information, the monopoly airline's type is its private knowledge. In this

case, in order to have the airline self-selecting properly within the menu, the incentive
compatibility constraints for the airline with type 6 and 6 must be satisfied, i.e.,

A-0D(S)[1-a(R)|-T=A-0D(S)[1 —a(R)] - T, (5)

A—-0D(S)[1—a(R)]-T=A-0D(S)[1 —a(R)] - T. (6)
Moreover, the participation constraints must also be satisfied, i.e.,

A—-8D(S)[1—a(R)] - T = A—-0D(S), (1)

A-08D(S)[1 —a(R)] - T = A—8D(S). (8)
Then, according to Laffont and Martimort (2002), we give the definition of incentive feasible.

Definition 2. A menu of contracts is incentive feasible if it satisfies both the incentive
compatibility and the participation constraints (5) through (8).

Under incomplete information, the regulator's optimization program can be written as

max W =v{}{A—8D(S)[1 - a(R)] — T} + 2,{B— BD(S)[1 — a(R)]} + A3[T — C(S)R]}

{(RT),RD)}
+ (1 =V){A{A = 8D(S)[1 — a(R)] = T} + A,{B — BD(S)[1 — a(R)]}
+ 23T — C(S)R]}
subject to (5) to (8)

Define U = 8D(S)a(R) — T and U = 8D(S)a(R) — T as the information rent of the airline with

type 6 and 8 respectively. Plugging T =6D(S)a(R)—U and T =8D(S)a(R) — U into the
optimization program, we can obtain
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max W = v{};[A - 8D(S)] + 1,{B — BD(S)[1 — a(R)]} + A3[6D(S)a(R) — C(SR]}

{(RT),RD}
+ (1 =v){M[A - 8D(S)] + 2, {B = BD(S)[1 — a(R)]} + A3[BD(S)a(R) — C(S)R]}
— (A3 =AU+ (1 —Wv)U]
subject to

U > U + A8D(S)a(R), (9)
U=0, (10)
U >TU - AeD(S)a(R), (11)
U=>0. (12)

We can find that (9) and (12) bind, i.e., U = A8D(S)a(R) and U = 0. Plugging them into the
objective function and taking the first order condition with respect to R and R, we can obtain

/ (5SBY _ A3C(S)
a (R ) T (A,B+230)D(S) (13)

ar(RSB) — A3C(S) (14)
- A2 B+7\3Q—ﬁ(7\3—7t1)A9]D(5)'

—SB . . .
where R™ and RSB are the second-best degrees of the delay reduction service for the airline
with type 8 and @ respectively from the regulator's perspective.

— —SB
For the second order derivative, we have (A8 + A30)D(S)a” (R ) < 0. Moreover, by
assuming A2B+ 238 > = (A3 —1,)A6,° we also have
[7\23 +230 — = (A3 — Al)Ae] D(S)a”"(RSB) < 0. These conditions imply that R and RSE
maximize the objective function.

Besides, we also have to check the other two omitted constraints. Obviously, U > 0 can be

- . - . =SB . -
satisfied. According to (13) and (14), the monotonicity constraint R™ > RSB is satisfied. Thus,
we can also validate RSB.

Then, the second-best transfers for the airline with type 6 and 0 are, respectively,

T =8D()a (R ) - 0D(S)a(RP), (15)

T8 = 6D(S)a(R%®). (16)
Finally, Lemma 2 summarizes the optimal menu of contracts under incomplete information.

Lemma 2. Under incomplete information, the optimal menu of contracts
(B T"), ®?,157)} is incentive feasible and given by (13) to (16). Besides, only the
airline with type 8 gets a positive information rent given by U = AD(S)a(R*?).

® This assumption excludes corner solution. Without this assumption, the regulator will find it optimal not to sign a
contract with the airline with type 6.
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—SB . =SB .
We have seen R* > RSB. Moreover, we can also obtain T > TSB. These imply that, under
incomplete information, the airline with a higher value of time will enjoy a higher degree of
the delay reduction service and pay a higher transfer to the regulator.

3.2. Analysis

We first compare the optimal contracts under complete and incomplete information. The
comparison for the optimal degrees of the delay reduction service is given in Proposition 1.

Proposition 1. Under incomplete information, for the optimal degrees of the delay reduction

service, there is no distortion for the airline with type 6 with respect to the first-best, i.e.,
RP=%" However, for the airline with type 6, with respect to the first-best,

1. there is a downward distortion, i.e., RS < RFB, when 15 > A;;
2. there is no distortion, i.e., RS2 = RFB, when 15 = 4,.

Proof. According to Lemma 1 and 2, we have o (ﬁSB) =a (ﬁFB) , which implies R’ = ﬁFB,
i.e., under incomplete information, for the airline with type 8, there is no distortion with
respect to the first-best. When A3 > 1, we have o’ (RS®) > a'(RF®), which implies RSB < RFE,
i.e., under incomplete information, for the airline with type 8, there is a downward distortion
with respect to the first-best. When 23 =2;, we have o'(RSB) > a’(RFB), which implies
RSB = RFB | i.e., under incomplete information, for the airline with type 8, there is no distortion
with respect to the first-best.

In the relevant literature, due to the asymmetric information, there always exists downward
distortion. In this paper, however, there also exists the case where there is no distortion. In
the following part, we will see how the regulator makes decisions.

Under incomplete information, the regulator's objective function can be written as
max gy W = A {A - [v + (1 — v)B]D(S)} + A,[B — BD(S)] + EAE — EIR, (17)

where EAE denotes the Expected Allocative Efficiency, EIR denotes the Expected
Information Rent, and

EAE = v[(2,B + 238)D(S)a(R) — A3C(S)R] + (1 — v)[ (A28 + 238)D(S)a(R) — A;C(S)R],
EIR = v(A3—2)U + (1 — v)(A3—2A)U = (A3—A,)vABD(S)a(R).

In the regulator's objective function, the expected information rent does not depend on R,

which implies that, under incomplete information, the regulator has no incentive to distort R.
—SB —FB
Then, we have R =R .

However, the expected information rent does depend on R. Therefore, according to the
values of A; and A3, we will analyze the regulator's incentive about distorting R.

When A; > A, , reducing the expected information rent will increase the value of the objective
function. Therefore, under incomplete information, optimally, the regulator will distort
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downward R to reduce the information rent left to the airline with type 6 and thus the
expected information rent. Then, we have RSB < RFE,

Under A; > A, maximizing the objective function (17) with respect to R, we can obtain
(1= )[(A2B + 238)D(S)a’(R) — A3C(S)] = v(A3—2,)A8D(S)a’(R).

From the equation above, for the regulator, we can find a trade-off between efficiency and
rent extraction. The left-hand side is the efficiency gains of the regulator from the infinitesimal

increase of R while the right-hand side is the rent increase of the airline with type 8 from the
infinitesimal increase of R. In fact, RSB is the value which balances the trade-off.

When A; = A4, there is no expected information rent in the regulator's objective function.
Therefore, under incomplete information, optimally, the regulator will not distort R. Then, we
have RSB = RFB,

Under A; = A4, unlike the relevant literature, for the regulator, the trade-off between efficiency
and rent extraction does not exist, which is due to the fact that the monopoly airline's profit is
included in the regulator's objective function.

In fact, for the case where A; = A;, the amounts of the information rents do not affect the
value of the objective function. Therefore, if we only consider the value of the objective

function, optimally, the information rents can be U = A8D(S)a(RS®) +y + § and U =y, where

— —SB
v, 6 = 0, which implies that the transfers for the airline with type 6 and 8 will be lower than T
and TSB respectively. However, we have assumed that the regulator tries to use the transfer
to cover the cost. Under this assumption, the regulator will only leave the necessary
information rents for the airline, i.e., y =6 = 0. Therefore, under incomplete information,
: L —SB  — —SB

when A; = 2,, the optimal transfers will still be T = eD(S)a(R )—AGD(S)a(BSB) and
TS = 8D(S)a(R%B).

Then, the comparison for the optimal transfers is given in Corollary 1.

Corollary 1. For the airline with type 6, T°0 <T'". For the airline with type 6, TS < TFB,
When ).3 > Al; ZSB = ZFB, When /13 = /’11.

Proof. According to Lemma 1 and 2, we can easily see Corollary 1. Thus, the proof is omitted
henceforth.

In Corollary 1, for the airline with type 9, the reason why the second-best transfer is lower
than the first-best one is that, under incomplete information, the airline with type 8 can obtain
the information rent. For the airline with type 6, the comparison depends on whether the
regulator distorts downward R under incomplete information. When A; > A;, the regulator
distorts downward R, which implies that the second-best transfer is lower than the first-best
one. When A; = A;, the regulator does not distort R, which implies that the second-best
transfer is equal to the first-best one.
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From Proposition 1 and Corollary 1, we can see that, under incomplete information, the

regulator can achieve the first-best contract except a lower transfer for the airline with type 6,
as long as it values equally its own profit and the monopoly airline's profit.

Undoubtedly, safety is one of the most important factors in the air transport industry and the
regulator always has incentives to increase safety levels. Therefore, we should study the
effects of the increases of safety levels on the optimal degrees of the delay reduction service,
which may provide some policy recommendations for the regulator about setting safety
levels. Before proceeding to Proposition 2, we first give two definitions, the safety elasticity of
delay and the safety elasticity of cost.

Definition 3. The safety elasticity of delay is defined as

_dD(S) S
05 =p(s) dS

According to this definition, we can see that the safety elasticity of delay ey ¢ measures the
percentage change in delay in response to a one percent change in safety level.

Definition 4. The safety elasticity of cost is defined as

dC(S) S
s =70(s) ds

In a similar way, the safety elasticity of cost ;s measures the percentage change in cost in
response to a one percent change in safety level.

Then, Proposition 2 summarizes the effects of the increases of safety levels on the optimal
degrees of the delay reduction service.

Proposition 2. The optimal degrees of the delay reduction service EFB, RFE, ESB, and RSB
increase (resp. decrease) with safety levels S when ep, ¢ > (resp.<) ecs.

—FB
Proof. Taking the derivative of o (R ) in Lemma 1 with respect to S, we can obtain

aa’ (ﬁFB) _ X[C'($)D(S) — C)HD'(S)]
3s (AB+230)D%(S)

—FB
Therefore, R increases with safety levels S when
C'(S)D(S) — C(S)D'(S) < 0.
Note D'(S) = —d];(ss)
S, we can obtain

and C'(S) = %. Rearranging the inequality and multiplying both sides by

dD(S) S _ dC(S) S
D(S) dS = C(S) dS’
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According to Definition 3 and 4, we can obtain

€p;s = £cs-

— db(s) s . .. _dc) s . ..
where gpg = O the safety elasticity of delay and g¢s = S @ S the safety elasticity

of cost.
. —FB :
Otherwise, R decreases with safety levels S.

_SB . .
Moreover, the proof of RFB, R, and RSB follows exactly the same way and is omitted
henceforth.

The intuition behind Proposition 2 is straightforward. According to the assumptions D'(S) > 0
and C'(S) > 0, the increases of safety levels will lead to longer delays and higher costs.
Longer delays will motivate the regulator to choose higher degrees of the delay reduction
service while higher costs will bring an opposite motivation for the regulator. Therefore, when
the safety elasticity of delay is larger than the safety elasticity of cost, which implies that the
effect of the increases of safety levels on delays is larger than those on costs, the motivation
related to delays will dominate the one related to costs and thus the regulator will increase
the optimal degrees of the delay reduction service. Otherwise, the motivation related to costs
will dominate the one related to delays and thus the regulator will decrease the optimal
degrees of the delay reduction service.

The result in Proposition 2 is helpful for the regulator about setting safety levels. From
Proposition 2, we can see that, when €5 < £¢ 5, the optimal degrees of the delay reduction
service may be very small when safety level is too high, which implies that the new
generation air traffic management system may be less efficiently used. Therefore, knowing
this possible situation, to ensure the efficient use of the new management system, the
regulator can avoid setting a too high safety level when ep g < g¢s.

Finally, we will study the effects of the changes of the weights on the optimal degrees of the
delay reduction service, which may provide some policy recommendations for the regulator
about setting the weights. The result is given in Proposition 3.

Proposition 3. Considering the effects of the changes of the weights on the optimal degrees
of the delay reduction service,

1. the change of A, cannot create a direct incentive but can create an indirect one for the
regulator to change EFB, RFE, and ESB;

2. the increase (resp. decrease) of 1, can create an incentive for the regulator to increase
(resp. decrease) RSE;

3. the increase (resp. decrease) of 1, can create an incentive for the regulator to increase
(resp. decrease) R, RFB, R, and RSE;

4. the increase (resp. decrease) of A; can create an incentive for the regulator to decrease
(resp. increase) R, RFB, R°, and RSE.

Proof. For A;, under complete information, optimally, the regulator will set the transfers T and

T exactly the same with the benefits the monopoly airline can enjoy from the delay reduction
service 8D(S)a(R). and BD(S)a(R) respectively. Then, in the objective function, A; does not
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, , = _ —FB
link directly to R and R any more and thus the change of A, does not directly affect R , and
RFE. Moreover, under incomplete information, in the objective function, A; only links directly

to the information rent of the airline with type 0, which is a function of R, not R. Therefore, the

change of A; also does not directly affect ﬁSB. However, we should notice the constraint
A +A; +A; =1, which implies that the change of A; will inevitably lead to the change of at
least one of the other two weights A, and A;. Therefore, we can say that the increase of A,
cannot create a direct incentive but can create an indirect one for the regulator to change

—FB —SB
R ,RfB andR .

Furthermore, as we have mentioned, under incomplete information, A; links directly to the

information rent of the airline with type 8, which is a function of R. Obviously, we can find that
the increase (resp. decrease) of A; can help reduce (resp. raise) the expected information
rent, which will thus incentivize the regulator to increase (resp. decrease) RSB,

. —FB

For analyzing the effects of the changes of A, and A3, let us take R as an example. Under
. . . . . —FB

complete information, the following equation determines R, i.e.,

(2B +2A8)DE) (R ) = 15C(S). (18)

From the regulator's perspective, the left-hand side is the marginal utility while the right-hand
side is the marginal cost. Normalizing the marginal cost to C(S), we can obtain

G—zﬁ + 6) D(S)a’ (ﬁFB) = C(S).

The increase (resp. decrease) of A, can help make the marginal utility larger (resp. smaller)
than the marginal cost. Thus, to keep them equal, the regulator has incentive to increase

—FB .
(resp. decrease) R . However, the increase (resp. decrease) of A; can help make the
marginal utility smaller (resp. larger) than the marginal cost. Thus, to keep them equal, the

. . . —FB
regulator has incentive to decrease (resp. increase) R .

. . —SB
Besides, the analysis of the effects of the changes of A, and A; on RFB, R™, and RSB follows
the same way as the example.®

Here, we should be careful that the changes of 1, , A,, and A5 can only affect the regulator's
incentive to change the optimal degrees of the delay reduction service, but cannot determine
the final adjustments. Whether the regulator eventually adjusts R as we expect depends on
the total effects of the changes of A; , A,, and A;. Let us take the increase of A, and the

—FB . " ,

change of R as an example. According to Proposition 5, the increase of A, can create an
. . . —FB

incentive for the regulator to increase R . However, because the regulator may also change

—FB . . . : . . —FB
A3, whether R will finally increase is uncertain. When the ratio ;—2 becomes higher, R will
3

: . =FB
increase. Otherwise, R will decrease.

6 Comparing with (18), the equation which determines RSB contains a marginal information rent. In fact, due to the
existence of the marginal information rent, the increase (resp. decrease) of 1; can create an additional incentive
for the regulator to decrease (resp. increase) RS5.
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From Proposition 3 and the following analysis, we can obtain Corollary 2.

Corollary 2. Given other parameters unchanged,
1. when the ratio ’1—2 becomes higher (resp. lower), EFB, RFE, ESB will be larger (resp. smaller);

2. when the rat/os = and 22 become higher (resp. lower) at the same time or one of them
becomes higher (resp /ower) and the other is unchanged, RSB will be larger (resp. smaller);
otherwise, beSIdes and , the change of RSB also depends on B, v, and A6.

3

: . . . —SB
Proof. Just as (18), we can also write the equations which determine RFE, R™, and RSE.
Dividing these equations by A; on both sides, we can easily see the Corollary 2. Thus, the
proof is omitted henceforth.

The intuition behind Corollary 2 is as follows. Because the airline and passengers can enjoy
benefits from the delay reduction service, they have a positive need for a higher degree of

the service. Moreover, the increases of = and 2 imply that, relative to its own profit, the
regulator puts more emphasis on the alrllnes proflt and passenger surplus. Therefore, to
better satisfy the need of the airline and passengers, the regulator will optimally respond by
increasing the degrees of the delay reduction service. However, When and =2 change in

the opposite directions, the regulator's decision about how to change BSB becomes
complicated and also depends on some other parameters besides the ratios.

The results in Proposition 3 and Corollary 2 are helpful for the regulator about setting the
weights. From Proposition 3 and Corollary 2, we can see that, when the regulator reduces
the weights of the monopoly airline's profit and passenger surplus a lot, the optimal degrees
of the delay reduction service may be very small, which implies that the new generation air
traffic management system may be less efficiently used. Therefore, knowing this possible
situation, to ensure the efficient use of the new management system, the regulator can avoid
reducing the weights of the monopoly airline's profit and passenger surplus a lot.

3.3. Examples

In this part, we will study four examples to illustrate the results in Proposition 1 and Corollary
2.

Example 1. (A;,1,,13) = (;,éé)

In this example, the regulator acts as a social planner and cares about the social welfare.

. o 7B FB 7B SB
The optimum in this example, denoted by R;,3, Ri33, Ri23, and Ry5;, are

—FB c(S) __Ce .
(R123) (B+0)D(S)’ o (R13s) = (B+8)D(S)’
=SB C(S) RSB _CtS

(R123) (B+8)D(S)’ o (RYZ:) = (B+8)D(S)’
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Example 2. (A, 22,23) = 5,0,5).

In this example, the regulator cares only about the sum of the monopoly airline's profit and its
own profit but nothing about passenger surplus. In reality, this example does not likely exist
because the regulator always places great emphasis on consumers. Here, we only discuss it
theoretically.

. - _FB _sB
The optimum in this example, denoted by R;5, RfE, R}, and R$, are

(B C(s) By _ C(S) .
a (R13)‘6D(s>' o (RT3) = 5o sy

(55BY . C(S) 1fpSBY _ C(S)
@ (Ris) =55 @ RE) =g

Example 3. (A1, 42,43) = (0,3,5).

In this example, the regulator cares only about the sum of passenger surplus and its own
profit but nothing about the monopoly airline's profit. This example is essentially an extreme
one for the fact that sometimes the regulator cares more about consumers than firms.

. o _FB _SB
The optimum in this example, denoted by R,3, R5S, R,5, and RSE, are

(REBY - SO /(RFBY — _ C() .
o (R23) = @rops)y ¢ (R23) = (B+8)D(S)’
P (BBY _ € 1(RSBY — O
« (R23)_(B+§)D(s)’ o (R33 T {B+8-[v/(1-V)]AB}D(S)’

Example 4. (A1, 1,,23) = (0,0,1).
In this example, the regulator cares only about its own profit but nothing about the monopoly

airline's profit and passenger surplus. This example is similar to the models in some
principal-agent literature, where the principal cares only about its own profit.

. o —FB _SB
The optimum in this example, denoted by R; , REE, Ry, and RSB, are

, (<FBY _ ¢(s) LBy _ C(S) .
a (R3 )_én_(s)' o (R5") = oy

/ (RSBY _ C(S) ' (BSBY _ c(s)
« (R3 )_ED(S)’ o (R3") = {0—[v/(1-v)]ABID(S)’

Comparing the optimal degrees of the delay reduction service, under complete information,
we obtain

_FB _FB _FB —FB
Riz3 = Rz3 > Ry3 =R3

FB _ pFB FB _ pFB
Rizz = R33 > Ri3 = R3".
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Under incomplete information, for the airline with type 8, with respect to the first-best, we can
obtain

—SB —FB —_SB —FB —SB —FB —SB —FB
123 = Ri23, Ryz3 =Rz, Rz =Rz, Ry =Rj3 .

Moreover, we have

_SB  —SB —SB —SB
Ri23 =Rz3 > Ry3 =R3 .

For the airline with type 8, with respect to the first-best, we can obtain
Ri%; =Ri%;, RY5 =Ri5, R3§ <RE3, R3® <REP
Moreover, when %AO < B, we have
R$%; > R3S = R} > R3%;
when A6 > 8, we have
R$E; > R$E > RSB > RSB,

To make the comparison easier to see, we show these optimal degrees of the delay
reduction service in Figure 2 and 3.

R

(Rx ,B;B)

_____ - ____SB_____.

(Rl RE)!
(Ra. ,RFB)

R

Figure 2: Optimal degrees (when iAB <B)
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3|

(Rxs,R®) (Rizs,R2)
9 (RaRE)
. (R%,R®)

(R R
(Ris RE)
—F

(RT.R)

R
Figure 3: Optimal degrees (when ﬁAG > f)
Then, we analyze the examples as follows.

First, the examples illustrate the result in Proposition 1. For the airline with type 6, in every
example, the second-best degree of the delay reduction service is equal to the first-best one.
However, for the airline with type 6, in Example 3 and 4, the second-best one is smaller than
the first-best one; in Example 1 and 2, the second-best one is equal to the first-best one. In
fact, the comparison above is consistent with the result in Proposition 1, i.e., under
incomplete information, with respect to the first-best, there is no distortion for the airline with

type 0, while for the airline with type 6, there is a downward distortion when A; = A; and no
distortion when A; = A;.

b =1in Example 1 are the

Second, the examples also illustrate the result in Corollary 2. 2—1 =3
3 3

. . _FB —SB
highest ratios and we can see that R;,3, Ri5;, Rizs, and R3S, are the largest degrees.

M A : . _FB _SB
=:2=0in Example 4 are the lowest ratios and we can see that Rs , REB, R; , and R3B are
3 3

the smallest degrees. 2—2 = 1 in Example 3 is higher than 2—2 = 0 in Example 2 and we can see
3 3

_FB _SB _FB _SB :
that R,5, REE, and R,; are larger than R;3, RES, and R;; respectively. Moreover, there are

<=1 and 2—2 = 0 in Example 2 and ;‘\—1 =0 and 2—2 =1 in Example 3 and we can see that,
3 3

)‘3 3

besides i—: and i—: , the comparison between R$E and R35 also depends on the passengers'
value of time B and the degree of downward distortion 1%VAG. When the degree of downward

distortion is relatively low, i.e., ILAG < B, we can see that R3S is larger than R$E. However,

-V

when the degree of downward distortion is relatively high, i.e., ILAS > [, we can see that

-V

SB ; SB
R33 is smaller than R335.
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4. CONCLUSIONS AND POLICY RECOMMENDATIONS

Under the background of the SESAR project, this paper proposed a contract signed between
the regulator and the monopoly airline to implement a delay reduction service. Different from
previous literature, this paper used a new delay function, which was proposed in Wang
(2013). Specifically, instead of the total number of flights and airport capacities, this paper
only modeled safety levels into the delay function. Moreover, the regulator's objective
function in this paper was a weighted sum of the monopoly airline's profit, passenger surplus,
and the regulator's profit.

To reduce the delays caused mainly by safety consideration, we introduced a delay reduction
service and proposed a contract in which the degree of the delay reduction service and the
transfer are formulated. After deriving the optimal contracts, we compared the optimal
degrees of the delay reduction service under complete and incomplete information. We found
that, under incomplete information, for the airline with a high value of time, there was no
distortion with respect to the first-best. However, for the airline with a low value of time, there
was a downward distortion or no distortion with respect to the first-best, which depended on
the weights of the regulator's profit and the monopoly airline's profit. Moreover, we also
compared the optimal transfers under complete and incomplete information. Then, we
showed that the optimal degrees of the delay reduction service increased with safety levels
when the safety elasticity of delay was larger than the safety elasticity of cost and decreased
with safety levels otherwise. Furthermore, we showed that the changes of the weights could
create different incentives for the regulator to adjust the optimal degrees of the delay
reduction service. Besides, we studied how the ratios of the weights determined the changes
of the optimal degrees. Generally speaking, relative to its own profit, if the regulator puts
more emphasis on the airline's profit and passenger surplus, the optimal degrees will
increase. In the last part, we studied four examples to illustrate some of the results above.

This paper is rather policy-oriented. Throughout the paper, there are four main policy
recommendations as the following. First, the regulator should be aware of the fact that, for
the future European air transport industry, safety levels will become the most significant
factor determining air traffic delays. Second, the optimal contracts are incentive feasible and
passengers can enjoy benefits from them. Therefore, it is worthwhile for the regulator to
implement these optimal contracts. Third, under incomplete information, by valuing equally
its own profit and the monopoly airline's profit, the regulator can achieve the first-best
contract except a lower transfer for the airline with a high value of time. Fourth, the regulator
should avoid setting a too high safety level when the safety elasticity of delay is smaller than
the safety elasticity of cost. Moreover, the regulator should also avoid reducing the weights of
the monopoly airline's profit and passenger surplus a lot. Otherwise, the new generation air
traffic management system may be less efficiently used.
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Abstract: Knowledgeable investors in present days, has somehow triggered demand for
more information and disclosure of companies to make decision. Corporate governance
disclosure in many countries are still a voluntary disclosure in general, with possibility a
minimal mandatory disclosures (Samaha, et al., 2012). Most studies conducted on corporate
governance disclosure are mainly done on the more developed countries, as it is perceived
to have a complete if not the latest framework for such disclosure need (Samaha, et al.,
2012). Till to date, Malaysia has introduced three Code of Corporate Governance first being
in 2000, followed by 2007 and the latest in 2012. The objectives of this paper are to discuss
on three matters, (1) evolvement of corporate governance code of practice in Malaysia, (2)
determinants of corporate governance disclosure of banks in Malaysia, and (3) similarities
and differences of corporate governance disclosure of Islamic and Conventional Banks.

Keywords: Corporate Governance Disclosure, Conventional Banks, Islamic Banks,
Malaysian Code of Corporate Governance

1. INTRODUCTION

Corporate governance disclosure in many countries is still a voluntary disclosure in general,
with possibility of minimal mandatory disclosures (Hassan, 2009, Samaha, et al., 2012).
Corporate governance as defined by Bank Negara Malaysia (‘BNM’) as “the process and
structure used to direct and manage the business and affairs of the institution towards
enhancing business prosperity and corporate accountability with the ultimate objective of
realizing long term shareholder value, whilst taking into account the interests of other
stakeholders” (Bank Negara Malaysia, 2011; Hassan, 2009).

Most studies conducted on corporate governance disclosure or risk management disclosure
are mainly done on the more developed countries, as it is perceived to have a complete if not
the latest framework for such disclosure need (Hassan, 2009; Samaha, et al., 2012). With
knowledgeable stakeholders and investors, there is indication of demand for further
disclosure in the annual reports other than the mandatory financial and non-financial
disclosure.

In corporate governance subject areas, most studies done are on the conformity and

compliance of corporate governance in various industries and countries, legal framework as
mechanism of corporate governance, history and landscape of corporate governance
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practice. These studies are usually associated with determinants such as firm characteristics,
ownership structure and corporate governance characteristics. It is noted that research on
disclosure of corporate governance and risk management has been minimal over the years
(Abu-Tapanjeh, 2009; Bhatti and Bhatti, 2009; Hassan, 2009; Samaha, et al., 2012).
Knowledgeable investors in present day have somehow triggered demand for more
information and disclosure of companies to make decision.

Bauwhede and Willekens (2008) and Samaha et al. (2012) study the extent of corporate
governance disclosure in association with firm characteristics, ownership structure, and
corporate governance characteristics for Europe companies and Egypt respectively.
Bauwhede and Willeken (2008) finds further that, other firm characteristics are also
associated to corporate governance disclosure; short and long term accruals, legal
framework (e.g.: countries in common law discloses more than other legal framework), US
cross listing, change in stock price, change in long term debt, and change in total assets.
Samabha et al. (2012) finds that different ownership structure affects corporate governance
disclosure (CGD) differently; number of shareholders is positively related to CGD, while block
holder ownership is negatively related, and director ownership has no significant impact on
CGD. Samaha et al. (2012) also highlighted that proportion of non-executive directors are
positively related to CGD.

The research will enrich the literature on disclosure of corporate governance and risk
management. The research also will highlight the comparison between the two dependent
variables cross country and region of Malaysia, as most research done are on one country,
hence this study will give insight on comparison between the two countries. Findings of CGD
extent, can be use as a benchmark for regulators, and professional bodies to further
enhance disclosure effectiveness and enforcement among the IFIs (Samaha, et al., 2012).
Minimal literature on Islamic corporate governance (Abu-Tapanjeh, 2009; Bhatti and Bhatti,
2009; Hassan, 2009) and Islamic Financial Institutions (‘IFIs’) risk management (Samaha, et
al., 2012).

Malaysian banks both conventional and Islamic, disclosures and reporting is governed by the
Company’s Act 1965, Bank Negara Malaysia (Central Bank of Malaysia), and International
Financial Reporting Standards, Banking and Financial Institutions Act, 1989, Islamic Banking
Act 1983 respectively.

2. PRIOR STUDIES

This section will discuss on prior studies done on corporate governance and corporate risk
disclosure from both perspective of conventional and Islamic perspective from financial and
non financial firms.

2.1. Prior studies by country

Various studies have been carried out in prior years pertaining to corporate governance (CG)
and risk management (RM). Among the common studies are corporate governance
implementations and how it affects of being affected by several determinants, credit risk
management and the relevant determinants and affects on firm value, disclosure studies
either general, accounting, corporate governance, credit risk management, risk factors, and
corporate risk disclosure which either mandatory or voluntary disclosures. These studies
have been conducted in various countries or regions, among the studies conducted are
Bahrain (Al-Ajmi, 2009; Hassan, 2009), Singapore (Eng and Mak, 2003), Belgium (Hassan,
2009; Willekens and Knechel, 2004), Hong Kong (Gul and Leung, 2004; Hassan, 2009; Ho
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and Shun Wong, 2001), Australia (Henry, 2009), US (Beasley, et al., 2005), Malaysia (Abdul
Wahab, et al.,, 2007; Hassan, 2009; Yatim, 2009), Asian countries (Kaneko, 2007), West
Asian countries and Malaysia (Farook, et al., 2011), US, UK, Germany and Japan (Shleifer
and Vishny, 1997), Egypt (Samaha, et al., 2012), and Canada (Maingot and Zeghal, 2008).
Most of the study done are would somehow relate to certain firm characteristics as
determinant of corporate governance and risk management implementation or disclosure.
Corporate governance and risk management studies have been done all over the world.
Several studies have been done on Malaysia with regards to CG and RM, however, minimal
study have been done on Bahrain. Farook et al. (2011) study on West Asian countries and
Malaysia is more about corporate social responsibilities (CSR) disclosure as part of CG
mechanism and CSR disclosure determinants. Hence this study intends to explore more on
CG disclosure as a whole rather than just CSR, of Malaysian banks practices.

2.2. Financial vs. non-financial firms

Mehran et al. (2011) highlight that corporate governance and risk management structures for
financial and non financial firms are different in many ways, this is mainly due to the fact
nature of business. Other worth noting differences between financial and non financial firms
characteristics identified in Mehran et al. (2011) study are, debt composition, stakeholders
dispersion, opaqueness of daily activities, insolvency impact of countries’ or global financial
market, potential free rider monitoring, risk attitudes of shareholders, leverage position within
the company as product for financial firms and source of finance for non financial firms,
ability to alter risk composition, and executive pay. Due to opaqueness of financial firms, a
well structured corporate governance and risk management is more critical than non financial
firms. Hence, this study tries to explore the several financial firms’ characteristics including
opaqueness of financial firms’ activities, executive pay, debt composition, risk composition
and other relevant factors and how it's being communicated via disclosure of Corporate
Governance (CG).

Financial and non financial firms are different in many ways, same goes for conventional
banks and Islamic banks corporate governance structure. As far as Bhatti and Bhatti (2009)
and Abu Tapanjeh (2009) are concern, Islamic and conventional corporate governance
(CCQG) are different in some ways with several similarities. The studies compared the Islamic
perspective on corporate governance in comparison with Organisation for Economic
Cooperation and Development (OECD) corporate governance. OECD corporate governance
has been embraced or is being transplanted in some developing countries throughout the
world (Kaneko, 2007).

2.3. Islamic corporate governance vs. conventional corporate governance

OECD corporate governance principles includes; ensuring basis of an effective CG
framework, CG framework should protect and facilitate exercise of shareholders rights, CG
framework should ensure that equitable treatment of all shareholders including minority and
foreign shareholders, CG framework should also ensure that strategic guidance of the
company, the effective monitoring of the management by the board and accountability to the
company and the shareholders, role of stakeholders is to recognized by creating wealth jobs,
and sustainability of financially sound enterprise, and disclosure and transparency (Bhatti
and Bhatti, 2009). Abu Tapenjeh (2009) has categorized OECD principles into four main
categories which are; (1) mechanism of business ethics, (2) mechanism for decision making,
(3) adequate disclosure and transparency, and finally (4) mechanism of book keeping and
final accounts.
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Islamic corporate governance (ICG) principles includes principles are base on Shariah law,
ensuring all rights of all stakeholders are adhered to, equitable distribution of wealth to
stakeholders, use of Shura concept, and disclosure and transparency (Abu-Tapanjeh, 2009;
Bhatti and Bhatti, 2009).

Abu Tapanjeh (2009) has highlighted several differences and has divided it into categories
which based from OECD CG principles (ensuring basis for an effective CG framework, rights
of shareholders and key ownership functions, equitable treatment of shareholders, role of
stakeholders in CG, disclosure and transparency, and responsibilities of the board). Firstly,
the study highlighted major difference between ICG accountability are not only limited to
shareholders, or stakeholders, but to ultimate accountability is towards God. Secondly,
OECD CG is shareholder centered, while ICG is stakeholders centered. Thirdly, OECD CG
vision on equitable treatment are limited to minority and foreign shareholders only, while ICG
scope is wider, it covers all relevant stakeholders, not only on profit distribution to
shareholders but also Zakat and Sadaqa for the needy and poor. Finally, disclosure and
transparency guidelines base on OECD CG guidance covers on matters regarding
corporation, financial situation, and performance, ownership and governance only. On the
other hand ICG covers in greater deal, including Shariah compliance disclosure, socio
economic objectives related to firm’s control and accountability to all its stakeholders,
justified and truthfulness transparency, and wider accountability with written as well as oral
disclosure (Abu-Tapanjeh, 2009). The main differences between conventional corporate
governance (CCG) and Islamic corporate governance (ICG) are legal structure of
governance (Shariah Law or conventional law), accountability (God, shareholders,
stakeholders), distribution of wealth (zakat, dividend) (Abu-Tapanjeh, 2009; Bhatti and Bhatti,
2009).

Hence this study will try to find whether there are any significant differences in CGD between
conventional and Islamic banks, as this area of study is still lacking of empirical research.
Due to more information needed for disclosure of Islamic Corporate Governance, empirical
research on disclosure for corporate governance using ICG is a more beneficial empirical
research contribution to literature on corporate governance.

2.4. Firm characteristics

Prior studies have identified various firm characteristics either as determinant of CGD, CG
compliance, corporate risk disclosure, risk management tools used, or as control variables of
such empirical research. The most common firm attributes being included as variable of CG
or RM research are firm size (Bauwhede and Willekens, 2008; Beasley, et al., 2005; Eng and
Mak, 2003; Gul and Leung, 2004; Hassan, 2009; Ho and Shun Wong, 2001; Linsley and
Shrives, 2006), leverage (Amran, et al., 2009; Bauwhede and Willekens, 2008; Eng and Mak,
2003; Gul and Leung, 2004; Hassan, 2009; Ho and Shun Wong, 2001), and industry type
(Beasley, et al., 2005; Eng and Mak, 2003; Hassan, 2009; Ho and Shun Wong, 2001). Other
attributes are, growth opportunities, analyst following, stock price performance, profitability,
stock volatility, audit fee, audited by Big5/ Big4 audit firm, overseas listing, equity market
liquidity, firm issued new share capital following year, short term accrual, non common law,
change in stock price, political connection, Bumiputra directors, reserves, product
diversification, geographical diversification, market to book equity ratio, listing status, equity
financing, liquidity, and high quality of accounting standard. Hence for the purpose of this
study, the common firm character such as firm size and leverage will be included, as being
part of control variables. IBs in Malaysia are expected to be of different size and leverage
composition due to different financial clientele. Having Big4 (formerly Big5) as auditor has a
mixed findings being not significant association with voluntary disclosure (Eng and Mak,
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2003) and positive association to enterprise risk management implementation association
(Beasley, et al., 2005) needs further empirical evidence on association with CGD. Firm
growth, stock price performance and profitability also had mixed findings, Eng and Mak
(2003) finds no significant association between the variables with voluntary disclosure, while
Gul and Leong (2004) find that there is a positive association with voluntary disclosure,
hence need for more empirical evidence on the mixed findings.

2.5. Ownership structure

There are various types of ownership structure such as directors’ ownership, block holders’
ownership, managerial ownership, government ownership, concentrated ownership,
institutional ownership, external ownership, dispersed ownership and so on. Among the
commonly debated type of ownership in relation to corporate governance implementation,
risk management implementation and disclosure are directors’ ownership, and block holders’
ownership.

Eng and Mak (2003) found no significant association between block holder ownership and
level of voluntary disclosure, while Samaha et al. (2012) found a negative association
between block holder ownership and CGD. Block holders might have the power to influence
the decision made within the firm, however, prior study showed that block holder either does
not encourage or are not bothered with disclosure matters, either overall voluntary disclosure
or specific disclosure such as corporate governance disclosure (CGD). Hence, this type of
ownership structure could be the negative determinant for level of disclosure for CGD, which
might explain the fact that block holder owners that might not need additional disclosure, as
they are more closely related to board members, as well the management, hence couldn’t be
bothered to the extent of disclosure.

Another ownership structure that is worth mentioning is directors’ ownership. Samaha et al.
(2012) in contrast to negative association of block holder ownership with CGD, finds that
directors’ ownership has no significant association with CGD. On the other hand, Gul and
Leong (2004) find a negative association between voluntary disclosure and directors’
ownership. Referring to block holder ownership, directors’ ownership variable, has a similar
effect on the level of disclosure. Hence, directors’ ownership should also be considered as
determinant that negatively affect the level of CGD.

Eng and Mak (2003) also discussed about other types of ownerships that are associated with
voluntary disclosure. Managerial ownership is negatively, while government ownership is
positively, associated with voluntary disclosure. Bauwhede and Willekens (2008) find that
there is a negative association between concentrated ownership and CGD. Abdul Wahab et
al. (2007) find a positive association between institutional ownership and corporate
governance compliance. It can be concluded that, ownership that is controlled by certain
influential holders (block holder, directors, concentrated, institutional, and government) has
somehow significant effect either positively or negatively on level of disclosure. Hence,
structure of ownership will be among the significant determinant to level of CGD.

2.6. Corporate governance

OECD defined corporate governance as ‘Procedures and processes according to which an
organization is directed and controlled. The corporate governance structure specifies the
distribution of rights and responsibilities among the different participants in the organization —
such as the board, managers, shareholders and other stakeholders — and lays down the
rules and procedures for decision-making’ (European Central Bank, 2004). Corporate
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governance issues, discourse and empirical research started as early as 1970s (Bhimani,
2009). However, the research in this area has become more popular since the introduction of
Cadbury Report, combined Report, Hampel Report, Turnbull Report, Higgs Report and Smith
Report. These reports show the evolution of corporate governance reports over the years.
Studies on corporate governance include relationships studies, landscape studies, agency
theories relation, legal framework relation and many more. The most common research done
is the empirical studies on relationships of corporate governance specific attributes and other
variables.

Prior study on corporate governance mainly focused on several areas, which includes
specific CG attributes, CG compliance, CG disclosure, CG codes implementations as well as
emerging importance of Islamic Corporate Governance compared to conventional CG codes.
Henry (2009) study was an empirical research on CG compliance for a sample of listed
companies in Australia. The study highlighted that greater conformity of CG codes and best
practices in Australia, tends to lower the agency cost in short run as well as in the long run.
Another way that the study can be conducted in order to further verify the validity of the
empirical evidence is by looking at the compliance from the disclosure perspective. If the
information on the compliance is evidence in either annual report, proxy circular or other
publicly available information such as firms’ website, then the Henry (2009) findings of
association will have better findings validity.

2.7. Corporate governance attributes

Other researches on corporate governance are more focused on specific attribute of
corporate governance (Ammann, et al., 2011); audit committee; (Al-Ajmi, 2009; Ho and Shun
Wong, 2001), board composition (Beasley, et al., 2005; Eng and Mak, 2003), CEO duality
(Gul and Leung, 2004; Yatim, 2009), proportion of experienced non executive directors (Gul
and Leung, 2004; Ho and Shun Wong, 2001; Yatim, 2009), board meeting (Beasley, et al.,
2005), appointment of dominant CEO (Ho and Shun Wong, 2001), proportion of family
members (Ho and Shun Wong, 2001), CEO compensation (Hermalin and Weisbach, 2011),
and board expertise and board diligence (Yatim, 2009).

The most commonly discussed CG attributes is existence of audit committee and proportion
of non-executive directors. Eng and Mak (2003), Gul and Leong (2004), and Ho and Shun
Wong (2001) finds a positive association with voluntary disclosure, however, Samaha, et al.
(2012) finds no significant association with corporate governance disclosure. This might be
due to the fact that country understudy was of different legal regime, and different period of
introduction of corporate governance code of practice. It is important variable to determine
disclosure level of firms might it be corporate governance disclosure, corporate risk
disclosure or other type of voluntary and mandatory disclosure. It also indicates that audit
committee plays an important role in decision making for disclosure purpose.

Proportion of non executive directors is also a commonly discussed CG variable among
researchers (Beasley, et al., 2005; Eng and Mak, 2003; Gul and Leung, 2004; Ho and Shun
Wong, 2001; Samaha, et al., 2012). Eng and Mak (2003), Gul and Leong (2004), and Ho and
Shun Wong (2001) tried to find association of with voluntary disclosure. Eng and Mak (2003)
and Gul and Leong (2004) found negative association with voluntary disclosure, however, Ho
and Shun Wong (2001) found no association. However, this study believes that outside or
non executive directors would want to show that they are performing well by indicating that
they are doing well by having higher disclosure level for corporate governance and risk
management, which is consistent with Samaha et al. (2012) findings of positive association
of proportion of non executive directors with CG disclosure.
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CEO duality is found to be negatively associated with voluntary disclosure and corporate
governance disclosure by Gul and Leong (2004) and Samaha et al. (2012) respectively,
however, Yatim (2009) finds that CEO duality has a positive association with risk
management committee existence. The study showed that the separation of role of as CEO
and Chairman of Board of Directors would result in a higher disclosure compared to firms
that have duality role of CEO. It may be concluded that CEO dualities may affect the level of
disclosure for CGD, negatively but at the same time may encourage formation of risk
management committee. Hence, for the purpose of this study, CEO duality may be one of
the determinants of CGD.

Other corporate governance attributes that have been associated with voluntary disclosure,
corporate governance compliance, and corporate governance disclosure (CGD) includes
proportion of family members sitting on the board, appointment of dominant CEO, Bumiputra
directors, and board size. Ho and Shun Wong (2001) find voluntary disclosure is negatively
associated with proportion of family members sitting on board but did not find any significant
association with appointment of dominant CEO. On the other hand Abdul Wahab et al.
(2007) study finds positive association of CG compliance with Bumiputra directors. Samaha
et al. (2012) finds a positive association between CGD and board composition in terms of
size, and proportion of non-executive directors. It can be concluded that various corporate
governance specific attributes are among the significant determinants of level of disclosure
for CGD.

2.8. Corporate risk management attributes

Yatim (2009) study finds that there are several determinants of existence of risk
management committees in Malaysian firms. The study showed empirical findings that
among the determinants of existence risk management committee covered from corporate
governance attributes, risk management attributes, firms’ attributes, to ownership structure.
Formation of risk management committee is positively determined by separation of CEO
duality as CEO and as Chairman of Board of Directors, board expertise and diligence, firm
size, firm listing status, complexity of the firms’ activities, and firm being in financial sector.
Hence, it is expected in this study that overall view of attributes and determinants might
influence the extent of disclosure for CG.

Linsley and Shrives (2006), Amran et al. (2009), and Hassan (2009) all performed empirical
research on risk disclosure in UK, Malaysia, and UAE respectively. Linsley and Shrives
(2006), Amran et al. (2009), and Hassan (2009) all agreed that firm size and leverage are
positively associated with level of risk disclosure, except that Linsley and Shrives (2006) did
not highlight whether leverage is associated or not to risk disclosure. However, Linsley and
Shrives (2006) highlighted that firms’ level of risk and environmental risk is positively
associated with risk disclosure level. In addition, Amran et al. (2009) finds that leverage,
product diversification, and geographical diversification are also positively associated to risk
level of disclosure, and Hassan (2009) finds risk disclosure has positive association with
industry type, but negatively associated with capital reserve from profit made for the financial
period.

2.9. Summary
Firm size and firm leverage are the most common variables used in association with CGD or

voluntary disclosure. All of which is found to be positively associated with respective
disclosure (Amran, et al.,, 2009; Bauwhede and Willekens, 2008; Eng and Mak, 2003;
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Hassan, 2009; Linsley and Shrives, 2006). Other similar variables used by CGD and
voluntary disclosure empirical research includes board size, outside directors, directors
ownership, and block holder ownership (Eng and Mak, 2003; Gul and Leung, 2004; Ho and
Shun Wong, 2001; Samaha, et al., 2012). CEO duality is found to be negatively associated
to voluntary disclosure and CGD (Gul and Leung, 2004; Samaha, et al., 2012) , however,
audit committee, director ownership and block holder ownership has mixed finding. Audit
committees is found to be positively associated with voluntary disclosure (Gul and Leung,
2004; Ho and Shun Wong, 2001), however, no significant association found with CGD
(Samaha, et al., 2012). Directors ownership were found not associated with CGD and
voluntary disclosure by Samaha et al. (2012) and Eng and Mak (2003) respectively,
however, Gul and Leung (2004) found a negative association with voluntary disclosure. Block
holder ownership are negatively associated with CGD (Samaha, et al, 2012) and no
significant association with voluntary disclosure (Eng and Mak, 2003). Hence this study will
examine some of the common variables used in determining level of CGD.

3. MALAYSIA
3.1. Code of corporate governance time line

Malaysia has introduced corporate governance in 2000 and since revised its code twice in
2007 and 2012 respectively. Each new Malaysia Code of Corporate Governance (MCCG)
will supersede the prior ones.

KLSE incorporates MCCG principles, and best practices in the corporate governance
guidance of listed companies in Malaysia it be Main Market or the ACE Market (formerly
known as MESDAQ Market). MCCG provides the basic Principles, Recommendations and
Commentaries, KLSE will enhance the basic guidance in order to encourage shareholders
involvement and their rights protections.

Bank Negara Malaysia (BNM) constructed “Guidelines on Corporate Governance for
Licensed Institutions” on MCCG as well as BIS Guidelines on “Enhancing Corporate
Governance for Banking Organisation”. This guideline is applicable to all institutions which
are licensed under BAFIA, namely commercial banks, investment banks and money makers.
“Guidelines on Corporate Governance for Licensed Islamic (GP1-i)” is applicable to Islamic
bank licensed under the Islamic Banking Act 1983 (excluding International Islamic Bank),
Islamic bank holding company and any other institution specified by Bank Negara Malaysia.
Guidelines on corporate governance for companies or firms incorporated in Malaysia is
basically based on MCCG, however KLSE and BNM has respective specific requirements
that companies or firms need to adhere to. Ultimately, all the guidelines or codes have a
similar objective, which is to protect the interest of the respective stakeholders.

3.2. Malaysian Code Of Corporate Governance (MCCG)

During the initial stage of forming MCCG, the council members have taken a few best
practices as guidance to form the respective principles and best practice. These include the
Hampel Report, Greenbury, Cadbury Code of Best Practice, Kuala Lumpur Stock Exchange
listing requirements, and Toronto Stock Exchanges best practices.

In 2000, the MCCG was divided into four parts mainly (1) Principles, (2) Best Practices in
Corporate Governance, (3) Exhortations to Other Participants, and (4) Explanatory Notes
and “Mere Best Practices”. Then in 2007 revision it was reduced to three parts by excluding
Part 4 Explanatory Notes and “Mere Best Practices”. Most of the explanatory notes were not
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totally abolished but rather combined with the other three parts remaining. Finally in 2012,
this layout was totally revamped and combined and presented in manner of Principles and
Recommendations. MCCG 2012 consists of eight principles and accompanied by 26
recommendations.

All three MCCG are of the emphasis on role of board of directors to oversee the performance
of the respective companies. Similar principles or best practice or recommendations made
are existence of board of directors, size of board of directors, composition of executive and
non-executive directors including independent directors, appointment of board of directors,
re-election of board of directors, directors remuneration policies and procedures, roles of
directors, rights of directors to have access to information and professional advises,
disclosure of procedures and policies undertaken by the board, and existence of nomination
committee, remuneration committee and audit committee. All three MCCG also clearly states
that a narrative statement is required to disclose the in the narrative statement of how
companies have applied the principles of MCCG and clearly states any non compliance of
such principles in the annual report.

In MCCG 2007, there are two amendments made to the existing principles and best practice
of corporate governance. Firstly, audit committee should only consist of non executive
directors. Secondly, instead of audit committee meeting with external auditors at least once a
year, the meeting should be held at least twice a year.

Furthermore, MCCG 2007 has added a few more principles and best practices. Firstly,
nominating committee should ensure that yearly assessment and evaluations of directors are
well documented. Secondly, it is required that all members of the audit committee to be
financially literate and at least one member should be a member of an accounting
association or body. Thirdly, improves communication between senior managers and
chairman of audit committee of the company. Fourthly, the board should establish internal
audit function and appoint head of internal audit function who reports to the audit committee.

It can be seen that MCCG 2007 other than strengthening the existing principles, it has put
into light the importance of audit committee and establishment of internal audit team to
ensure better performance of the respective companies.

MCCG 2012, we can see that the whole code of corporate governance layout has been
revamped by combining it into eight principles and 26 recommendations as mentioned
earlier. There are some new elements introduced in MCCG 2012. Among the new items are,
introduction of board charter, annual assessment of directors independence, tenure of
independent director should not exceed nine years, separation of role of CEO and chairman,
board should set out expectations on time commitment for its members and protocols for
accepting new directorships, use of information technology for effective dissemination of
information, board to encourage poll voting, and board should have more gender mix
(women).

3.3. MCCG disclosure requirement

The MCCG states that there are several disclosure requirements in the annual report that
public listed companies in Malaysia need to adhere to. Firstly, narrative statements of how
they apply the relevant principles on their particular circumstances. Secondly, compliance of
the voluntary best practices set out in the Code, and justifying for any non-compliances.
These disclosures need not be a separated in the annual report, it is allowed to be combined
to a certain degree. However, in Part 4 of the Code, “mere best practices” disclosure is not a
mandatory disclosure as compared to the priors.
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Since MCCG 2000, these have been the disclosure in the annual report requirements that
are still intact. Firstly, details on the remuneration of each directors, disclose whether one
third of the board are independent directors, whether Chairman and CEO role are combined,
annual review of mix skills and experience and other qualities and core competencies that
non-executive directors (NED) brings to the board, number of board meetings held in a year,
details of attendance of each individual director in respect of meeting held, membership of
remuneration committee, and audit committees’ details of activities, number of meetings held
during the year and details of attendances of each individual director in respect of meetings.
In MCCG 2007 additional disclosure requirement is disclosing details of relevant training
attended by each director.

MCCG 2012 recommended even further disclosure in the annual report which includes,
nomination and election process of board members, gender diversity policies and targets and
the measure taken to meet those targets, board remuneration policies and procedures,
whether independent directors independence assessment has been conducted, and main
features of the company’s risk management framework and internal control system.
Companies are also encouraged to disclose in their corporate website the followings;
summary of code of conduct, periodical review and publish the board charter on the
corporate website, and dedicated section on corporate governance.

3.4. Kuala Lumpur Stock Exchange (KLSE)

KLSE has set out a list of listing requirements for all listed companies in Malaysia, this
includes corporate governance requirements. The requirements outlined are similar to
MCCG requirements, however, there are further detail requirements that MCCG did not
mention, as MCCG is just a general guideline of principles and recommendations on
corporate governance for companies. In the listing requirements, the followings are the
matters that listed companies need to adhere to. The listing requirements sets out several
areas of compliance, (1) directorship, (2) audit committee, (3) auditors, (4) internal auditors,
and finally (5) disclosure of corporate governance requirements.

The similarities that KLSE and MCCG have are as follows, the need of balanced composition
of directors between executives and non-executives directors, rights of directors to access to
timely information, advise and support from company’s secretary and advice from
professional advise at the expense of the respective company, directors training requirement,
existence of audit committee consisting of non-executive directors, chairman of audit
committee must be an independent director, roles of audit committee, rights of audit
committee, procedures and policies of audit committee, appointment of external auditors,
and finally disclosure of corporate governance practices in the annual report.

On the other hand, KLSE has outlined additional description on the corporate governance
practices that MCCG did not highlight in the principles, recommendations or any explanatory
notes. Among the requirements further explained in detail are compositions of board of
directors, the criteria that individual director needs to fulfill, composition of audit committee,
detailed content of audit committee report, quorum of audit committee meeting, and detailed
criteria of external auditor appointed. KLSE also has highlighted the importance of directors
training, the practice note and guidance note has specifically required that all new directors
must attend Mandatory Accreditation Program (MAP) within four months of appointment.
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KLSE listing requirements has put a lot of emphasis on the competencies of directors, both
independent and non-independent directors, in order to discharge their duties accordingly to
safeguard stakeholders’ interest.

3.5. KLSE disclosure requirements

Disclosure of corporate governance according to KLSE listing requirements, are similar to
MCCG disclosure principles and recommendations. Listed companies are required to
disclose in the annual report the narrative statement of its corporate governance practices,
how the principles and recommendations have been applied and reasons for
recommendations not followed and the alternative to it. Other additional statements that
KLSE has required listed companies to include in the annual reports are statement
explaining the board of directors’ responsibilities for preparing the annual audited financial
statements, and statement about the state of internal control of listed issuer as a group
(KLSE, 2012).

KLSE has outlined the compulsory disclosure requirements in form of a checklist. This
checklist is constantly revised from time to time in order to fit the current demand for
information for stakeholders and public in general. The checklist consists of 30 items that
listed companies in the main market need to adhere to; includes (1) Information, (2)
Statement Accompanying Notice of AGM, (3) Resolution of Special Business, (4) Corporate
information, (5) Directors Information, (6) CEO information, (7) Managing Director, (8) Audit
Committee Report, (9) Chairman’s Statement, (10) Corporate Governance Disclosure, (11)
Directors Remuneration, (12) Board Meetings, (13) Utilization of Proceeds, (14) Share Buy-
backs, (15) Options of Convertible Securities, (16) Depository Receipt Programme, (17)
Sanctions and/or Penalties, (18) Non-audit fees, (19) Variations in results, (20) Profit
Guarantee, (21) Material Contracts, (22) Analysis of Shareholdings, (23) Revaluation
Policies, (24) List of Properties, (25) ESOS, (26) Continuing Education Programme, (27)
Corporate Social Responsibilities, (28) Recurrent Related Party Transaction, (29) Accounts,
and (30) Internal Audit.

11 of the 30 subjects in the checklist are corporate governance related subjects, which are
(5) Directors Information, (6) CEO information, (7) Managing Director, (8) Audit Committee
Report, (10) Corporate Governance Disclosure, (11) Directors Remuneration, (12) Board
Meetings, (26) Continuing Education Programme, (27) Corporate Social Responsibilities, and
(30) Internal Audit.

3.6. BNM guidelines on corporate governance

Bank Negara Malaysia (BNM) has outlined the guidance for corporate governance for
licensed institutions, licensed Islamic institutions and other financial institutions. For the
purpose of this study, only guidelines for licensed institutions and licensed Islamic banks will
be discussed in detail.

BNM guideline for licensed institutions sets out 14 main principles supported by explanatory
notes following. The principles are (1) headed by effective board, (2) board composition, (3)
clear division of responsibilities, (4) formal and transparent process for the appointment of
directors and CEO, (5) directors commitment, (6) board meeting, (7) assessment of directors
and CEO, (8) Remuneration package for directors and CEO, (9) policies and procedures to
handle conflict of interest, (10) separation of shareholder and management, (11) robust
auditing requirements, (12) communications with shareholders/ stakeholders, (13)
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conducting corporate governance in a transparent manner, and (14) board collective
responsible on veracity of disclosures and management of risk.

BNM guidelines for licensed Islamic banks have the same principles except for the additional
general principle of activities must be in compliance with Shariah requirements. Other
specific difference on guidelines of licensed institutions and licensed Islamic institutions are
(1) policies, procedures, infrastructure, and Islamic banks’ operations, products and activities
are in compliance with Shariah requirements, (2) specific requirement to have effective and
comprehensive policies, procedures and infrastructure to protect the interest of depositors
and investment account holders, (3) board comprehensive understanding on Islamic banks’
business, the nature of risk undertaken by the Islamic bank and its strategic direction, (4)
board sufficient knowledge and understanding of the nature of Mudharabah and Musharakah
financing or investments and the risk associated with these types of transactions, (5) internal
audit function should complements Shariah committee in ensuring Shariah compliance in all
aspect, (6) internal audit together with Shariah committee determining scope of Shariah
committee and produce internal Shariah compliant report, and (7) internal auditors should
acquire necessary training to enhance their Shariah compliance review skills.

BNM guidelines on corporate governance and KLSE corporate governance listing
requirements mostly have the same if not similar principles and best practices. Among the
similarities includes, (1) board composition, (2) directors training, directors mix of skills and
experience requirements, (3) rights, roles and responsibilities of directors, (4) written
approval of appointment of directors from BNM and KLSE, (5) existence of various board
committees (Audit committee, Nomination committee, and Remuneration Committee), and
(6) general disclosure requirements on comply or explain as stipulated in the MCCG.

Among the difference between KLSE corporate governance listing requirements and BNM
guidelines on corporate governance includes; (1) directors training, KLSE specifically
required newly appointed directors to attend MAP training, while BNM only mention briefly
about directors’ training, and (2) requirement of comprehensive understanding for financial
market and the risk involved in each transactions undertaken by the licensed institutions or
licensed Islamic institutions.

Much like KLSE, BNM has extended several principals of MCCG to accommodate the
specific requirement of the financial market industry. Corporate governance guidelines
outlined by BNM are merely just an extension of MCCG code and BIS corporate governance
best practice. Among the details that is not mentioned by MCCG are (1) directors
comprehension and sufficient knowledge on financial markets and transactions, and risk face
by the respective licensed institutions or licensed Islamic institutions, (2) specific qualification
of independent directors in relation to holding of a substantial interest in the licensed
institutions or licensed Islamic institutions, (3) sharing of independent directors within the
group, (4) specific legal requirement and approval needed for appointment of directors, and
(5) Shariah Committee roles, responsibility and rights.

3.7. Disclosure BNM guidelines for licensed institutions

BNM guidelines on corporate governance for licensed institutions and licensed Islamic
institution consists of 34 and 39 disclosures items within 10 and 11 headings respectively.
The disclosure requirements set out by BNM are (1) board as a whole, (2) nominating
committee, (3) remuneration committee, (4) risk management committee, (5) audit
committee, (6) risk management, (7) internal audit and control activities, (8) related party
transaction, (9) management report, (10) non-adherence to guidelines, and (11) Shariah
committee. The disclosure requirements are mostly about the roles, responsibilities,
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functions and rights of directors and respective board committees, background of directors,
policies and procedures of risk management, related party transaction and conflict of interest,
discussion of management reports, and statements on compliance or in some cases non-
adherence to the guidelines explanations and alternative measures taken to comply.

3.8. Summary

Malaysia has from time to time improves the code of corporate governance principles and
recommendations to help the board to perform better to meet corporate objectives alongside
the management. The codes also shows that emphasize on disclosure is greater each time
code of corporate governance is revised that will in turn encourage participation of
shareholders as they have more information on operations of their companies. MCCG 2012
also pointed the need to disclose the risk management and internal control system which is
an important element for decision making of shareholders, investors and other stakeholders.
KLSE listing requirements and BNM guidelines on corporate governance are based on the
MCCG, however, KLSE and BNM has set out several additional and more detailed
requirements of corporate governance attributes and disclosures. This could be due to
MCCG is just a guide while KLSE and BNM are a binding requirements that needs to be
adhere to by listed companies, and licensed institution and licensed Islamic institutions.
Hence we can see that there are several corporate governance principles and disclosure
requirements that overlap one another.

MCCG has outlined the basic principles and recommendations of corporate governance
practices, and base on that, KLSE has taken initiatives to another step by detailing practices
that listed companies need to adhere to in order to encourage shareholders involvement and
their rights protections. BNM guidelines on corporate governance, specifically caters for
financial markets industry in Malaysia.

This research will need to incorporate MCCG, KLSE Listing Requirements and
accompanying Practice Note and Guidance Note of Corporate Governance, and BNM
Guidelines on Corporate Governance in order to identify the mandatory and voluntary
disclosures made by conventional and Islamic banks. This study will refer to the latest form
of guidelines and code of practice for point of reference; i.e.; MCCG 2012, KLSE Listing
Requirements 2012, and BNM Guidelines on Corporate Governance 2011. The reason
being, that latest code, guidelines and requirements are assumed to be the most complete
best practice for Malaysian companies.

4. CONCLUSION

Malaysia has from time to time improves the code of corporate governance principles and
recommendations to help the board to perform better to meet corporate objectives alongside
the management. The codes also shows that emphasize on disclosure is greater each time
code of corporate governance is revised that will in turn encourage participation of
shareholders as they have more information on operations of their companies. MCCG 2012
also pointed the need to disclose the risk management and internal control system which is
an important element for decision making of shareholders, investors and other stakeholders.

KLSE listing requirements and BNM guidelines on corporate governance are based on the
MCCG, however, KLSE and BNM has set out several additional and more detailed
requirements of corporate governance attributes and disclosures. This could be due to
MCCG is just a guide while KLSE and BNM are a binding requirements that needs to be
adhere to by listed companies, and licensed institution and licensed Islamic institutions.
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Hence we can see that there are several corporate governance principles and disclosure
requirements that overlap one another.

MCCG has outlined the basic principles and recommendations of corporate governance
practices, and base on that, KLSE has taken initiatives to another step by detailing practices
that listed companies need to adhere to in order to encourage shareholders involvement and
their rights protections. BNM guidelines on corporate governance, specifically caters for
financial markets industry in Malaysia.

Studies on disclosure of corporate governance of Malaysia banking sector is still in the
infancy stage, despite the fact that there has been much discourse on the relations studies
between corporate governance attributes and performance. More research need to be
performed on corporate governance disclosure extent and various variables including
corporate governance attributes.
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Abstract: Social maturity becomes currently more and more important, because egoism,
pursuit of wealth, shoddy and unscrupulous people are today dominating. Thanks to these
gualities of humans, organizations and society as a whole, we can determine the nature of
people and their personality. It also works in the professional life, because character qualities
of management subjects constitute the top of social maturity. Social maturity is besides
manager knowledge and application skills the key pillar of the holistic managerial
competence. It is a conscious or unconscious observance of basic human principles of
behavior, enabling them to maintain the holistic of personality. A man becomes social mature
through qualities that he receives either through genetic heritability or the environment in
which he raises and educates. Through questionnaire method, we examined opinions of
management subjects on each of the three pillars of the holistic managerial competence. 300
respondents from Slovakia and Czech Republic belonged either to a group of managers, full-
time or part-time students. The aim of this paper is to outline the views of management
subjects on the social maturity in the concept of holistic management and to make
recommendations for improvement of the operation of the holistic model of managerial
competence.

Keywords: Social Maturity, Social Intelligence, Holistic Managerial Competence,
Sustainable Development

1. INTRODUCTION

The importance of social maturity as an integral part of the holistic managerial competence
increases. Among the myriad reasons for this increase are human selfishness, corruption,
chasing to become rich and the like. There are certainly many people with developed social
maturity, those who would be capable of solving current global problems. Such people, who
can think beyond themselves, beyond their immediate family or very close friends. For these
people, it is important that as well their colleagues in the team, the whole organization in
which they work, or the region or country where they live, benefit. The problem is that these
people are rare in the society.

Even worse is the fact that the highest positions in politics often get people who do not meet
the above requirements. If ordinary people see top politicians craving for money and power,
negative examples create in them, which they often follow. How great do you think is the
motivation of simple workers to pay taxes (mainly value added tax), when they see that their
money is lost in numerous black holes? And it was right here, where we found opportunities
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to research who is really a holistically capable individual.
2. CONCEPT OF HOLISTIC MANAGERIAL COMPETENCE

Social sciences oriented on finance, economics, performance, management, marketing as
well as on leadership offer number of definitions of competitiveness and recommendations
on how to be a skilled leader. In principle the teachings improve only the development of
manipulative skills. Kosturiak (2013, p.9) notes: “After some time, | realized that leadership is
not about charisma and outer speech, but the inner nature of man, his integrity and actions”.
In his article he also notes that many leaders of today are characterized by a desire for
power, pride and a sense of infallibility that is the worst of human traits and that cause crisis
and destruction. (Kosturiak, 2013)

Politicians and managers of multinational corporations talk about growth of gross domestic
product, growth of consumption, and production and sales growth. Only few people, among
them also us, scientific and academic staff, talk about growth of happiness, humanity, happy
family life, free time for human development, growth of welfare in our country and society in
which we live.

The literature counts several definitions of competence. We have found near one hundred of
them. The approaches to their classification, or structuring, are different, often without
reasoning and they are often eclectic. Many experts point out the fact that a broad extent of
unsorted competencies is the reason for their refusal and lack of use in practice. In the
current social environment accompanied by a number of crisis problems in the politics, in
business, in social sphere and in education, in medical care, in culture, in mass media area,
even those who have caused them call, for expert solutions. We call for experts to take over
positions in management and other highly responsible positions.

We consider an expert to be a person who knows everything necessary about a specific
area. The knowledge results from their professional position, and it is expected that the
person also possesses required skills and can apply the knowledge in case studies, solving
of problems and tasks of everyday life. We question less whether an expert that disposes of
necessary knowledge and is able to apply it in practice will also use it for his/her own benefit,
by any means, at any price, even at risk of trespassing the legal, moral, ethical norms and
principles or when applying it, he/she will think of other people's wellbeing, cooperation,
social impulses from the surrounding environment, where he is a member of a team, unit,
organization, region, country, continent, where he/she lives and works.

In literature and in practice of hiring of managers and others to positions there are many
approaches for creation of manager competence. Various authors define a great number of
such competencies (psychologists use the term competencies, while they do not speak of
responsibilities, authorities, but of required features), reasoning that in the time of computers
there is no problem with assessment (Christopher, 2007; Albrecht, 2006; Goleman, 2006).

The same approaches for their classification, or structuring, are different, often without
reasoning and they are often eclectic. Many experts point out the fact that a broad extent of
unsorted competencies is the reason for their refusal and limited use in practice. In the
current social environment which is accompanied by a number of crisis problems in the
politics, in business, in social sphere and in education, in medical care, in culture, in mass
media, we all cry, even those who have caused it and are causing it, for expert solutions. We
cry for experts to perform as managers and other positions.
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An expert is considered such person who knows everything necessary resulting from tasks of
their work and not only that they know it, but they even have required skills and ability to be
able to implement the knowledge in solving the problems and tasks brought about by
everyday life. Less we ask ourselves, if the expert with necessary knowledge who can
implement them, uses those only for the benefit of himself, at any cost, even at cost of
breaking the legal, ethical or moral standards and rules, or, if he considers people he works
with and the social human stimulation of the surroundings, where these activities are applied,
where the person is a member of a team, unit, organization, region, country, continent,
planet, where he works and lives.

Since the nineties we started to work on detailing of competencies of managers which are
inherent to every single person. Here we note that for simplification we will implement the
term holistic intelligence HQ, which consists of cognitive prerequisites of a personal KQ, his
application skills AQ, and personal character SQ, as follows:

HQ =1 (SQ, AQ, KQ)

In business practice of the placement of managing positions it is now common to require an
evaluation of an applicant for a given position on the basis of what the person knows and
what the person can do. Lately evaluation of applicants” social intelligence is being
performed. Approaches and models that appear in specialized literature for evaluation of
required social intelligence currently put stress especially on ethics, morals and
trustworthiness of employees to be hired for managerial positions.

Study and research of implementation of partial models for evaluation of required knowledge
(KQ), skills (AQ) and also social intelligence (SQ) that have been applied so far, led us to an
idea of need to create a model of evaluation prerequisites of holistic competency
(intelligence) of workers applying for managerial positions or those who already are in these
positions.

The model of evaluation of prerequisites of holistic manager competency (HQ) is based on
assumptions that potential and factual ratio (rate) of this manager competency is determined
(given) by the level of the social maturity (SQ), which consists of personal character, level of
his specialized managing knowledge (KQ), and by level of his practical skills, experience,
and the capability to use his knowledge in everyday work life (AQ). Level (rate) of holistic
manager competency according to our model is defined by, as we have stated earlier, HQ =

SQ, KQ, AQ.

Along with the creation and implementation of the model for the evaluation of holistic
manager competency, it was necessary to solve guestions of which personal qualities tell the
most about social maturity (SQ) of the potential or existing manager, what manager
knowledge (KQ) should he master, and what skills and, especially application skills (AQ)
should he have.

3. SOCIAL MATURITY - ONE OF THE PILLARS OF THE HOLISTIC MANAGERIAL
COMPETENCE

In Anglo-Saxon literature, the term “social maturity” occurs only sporadically. Largely the
term social intelligence is used, which was used as early as 1920 by Thorndike (Birknerova
et al. 2010). By social intelligence, social knowledge of man many authors understand mainly
the ethical behavior (for example the ability to recognize and apply) when eating, when
communicating, in compliance with the agreed date of a meeting, the ability to control and to
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mask the symptoms of emotions, the ability to gain people's affection, so that all that can be
learned, if one aligns with it and he has the will to do so. This means that socially intelligent
are those people who are agile, who recognize the situation how a social awareness yield
benefits for some behavior in particular circumstances. In this sense the social intelligence is
social norms (rules, customs), the required need to integrate into society (community) and
the capacity to perform different social roles. The ability to lead people belongs the most
important assumptions of a successful and effective manager work (Hudakova, 2009).

For our understanding of social intelligence as social maturity of a management entity, a
person who manages its working and personal life and the lives of others the specification by
A. Maslow is more nearly. According to him, social intelligence is a person's ability to
understand the needs of other people and social action. Our notion of social intelligence as
social maturity is close to the naming "spiritual intelligence". It is used to solve problems of
meaning of life and human values.

Social maturity is such as his property, which can be shaped and its basis is obtained
through genetic inheritance (innate) and education (development of predispositions).
Psychologists define social maturity as a human effort to achieve “personable entirety”. This
entirety in every stage of human life is relative and remains our living task to further work on
it (Jakobi, 1992).

The literature on management with still greater urgency begins to emphasize the pillar, or the
dimension of social maturity of employees in general and especially of politicians, owners
and managers. Although social maturity is not directly mention, for expression of the content
of the term mostly the following denotations are commonly used:

e social responsibility of the organization,
attitudes of employees,
work culture,
entrepreneurial or managerial, but also work ethic, ethical standards,
social responsibility, social obligation, social sensitivity, and social response etc.

Since opinions on what human, moral, ethical, cultural, good and so on means, are different,
it is not easy to define the term social maturity. Social maturity is conscious or unconscious
observance of basic principles of human behavior, enabling them to maintain holistic of his
personality. These principles are based on a distinction between humane and inhumane,
good and bad, right and wrong, while the human being not only focuses on very objective,
which has to be achieved in line with this thinking, but also the means used to achieve it
(Donelly, Gibson, Ivancevich, 1997).

When determining the need to evaluate personal character (SQ) we started from concept of
personal character by the well-known Swiss psychologist Carl Jung, which we developed on
the basis of our own observations and research into the following structure:
e character qualities (SQ,),
will qualities (SQ5»),
cognitive qualities (SQs),
creative qualities (SQ,),
temperament (SQs),
emotional qualities (SQe),
somatic physical qualities (SQ-),
somatic spiritual qualities (SQs).

Level of social maturity is defined by: SQ = SQ;, SQ>, SQs, SQ4, SQs, SQs, SQ7, SQs.
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The literature mostly frequently structures the human qualities into four groups:

1. character qualities, which are internally divided into:

a) universal human qualities — these properties reflect man's relationship:

e to the world and reflect his fundamental value orientation,

e to other people, the organization in which they work, the region, the society in
which they live,

e to oneself;

b) will qualities — these properties reflect the will power of man to be active — also called
activation properties. From them human's relationship to the activities is derived,
which he carries out;

2. distinguishing-creative (cognitive-creative) qualities — they represent a person's ability to
recognize problems and solve them creatively, or unconventionally. They also reflect a
innovation capacity of a person;

3. qualities of temperament — they emotional express in particular the intensity, the nature
and the speed of response to various stimuli in developed labor and personal activities.
Through temperament qualities also other facts are manifested, such as excitement -
moody, melancholy, stolidity, judiciousness, and so on.;

4. somatic qualities — physical qualities of a person. On them the work performance
depends, but also the range of activities in person's personal lives.

People live in a social environment and their degree of social maturity is expressed through
their primary qualities (physiognomy, health), and secondary performance qualities
differentiating their creativity and problem solving, temperament and character.

Explaining the social maturity of management subjects through their social responsibility for
creation of profit is, for the humane development of mankind in the new millennium, limited. It
does not deal with the question of fair distribution of profit on the basis of participation on its
production. If the power of corporation is based mostly on competent managers and
employees, who work in it, then the idea that the shareholders are owners of these people is
simply immoral.

Understanding of social maturity is far broader and more extensive than understanding of
social intelligence, and when we, for example, consider persons character of management
subjects, we are talking about the level of their attitudes to the sense and goal of human
life, to redistribution of created values, to establishing of conditions for cooperation, to needs
of handicapped and older people, to nature and ensuring of humane life, to mutual
trustworthiness of people and other attitudes.

The place of the social maturity in the concept of holistic managerial competence is indicated
in figure 1.
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Figure 1: Place of the social maturity in the concept of holistic managerial competence
4. METHODOLOGY

We are devoted to the research of the holistic managerial competence since the nineties of
the last century. Currently, in the project with the name “Holistic managerial competence —
necessity, approaches and methods of its evaluation” at the Research and Educational Grant
Agency of the Slovak Republic (VEGA), we conclude in the third and final year of the
research project the importance of the particular pillars and we try to create instructions, how
to properly evaluate the holistic managerial competence for new applicants for managerial
positions, as well as the already occupied managerial positions.

Our research sample was consisted of 110 managers, 95 regular students and 95 part-time
students, thus, a total of 300 respondents, with a slight predominance of managers.
Respondents were not only from our home country (Slovak Republic), but also from the
Czech Republic. The managers were executives at middle and senior levels, who worked for
local, international and multinational companies. When sending out the questionnaires we
tried to ensure that almost every questioned manager had something to do with electing
employees for doing specific tasks.

Many members of the group of part-time students were also working as managers, especially
at the lower and middle level. Regular students are preparing for managerial positions and
were eligible to supplement the survey sample due to monitor possible trends for the future.

We asked them question about all three pillars of the holistic managerial competence.
Respondents were asked not only for the current evaluation of managerial competence, but
also in selected question they have to answer the same question but with a view to
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sustainable development of the organization. Most of the questions were framed as a
ranking, some questions required a scoring. The part of the questionnaire concerning the
social maturity consisted of two main parts. The first part was a valuation of individual
gualities by ranking, it had seven questions and the first question was divided on the current
assessment and evaluation in the case of awareness of sustainable development. In the
second part respondents were asked to rank and score the individual qualities to each other.

5. DISCUSSION

In this section of our paper we outline the results of our survey of social maturity, the
individual scores of questions, as well as general attitudes of respondents in context with the
other pillars of holistic managerial competence. In the first question we asked the
respondents about the character qualities. There were five different demands on potential
managers that respondents lined up in order. In light of current requirements most
respondents identified as the most important “compliance with organizational and legal rules
and standards”. The second most important was the “ethical and moral behavior, helpfulness
and kindness towards other people.” In third place we found the “communication credibility
with other people,” in fourth “emotionalism - communication support, compassion and
dedication to the people in need” and the last fifth position was occupied by “humaneness —
generosity focused on material aid to people who need it.”

The situation changed when respondents were asked to comment about sustainable
development. The order has changed and the ethical and moral behavior has become the
most important. Also the fourth and fifth place ranking exchanged. Those answers can be
evaluated in a way that current and future managers are fully aware of the unsustainability of
the actual behavior of individuals and entire organizations or even societies. When we
change the order into a scoring, where first place gets five points and last place one, we can
visualize the results in the figure 2 which also compares the current expectations and
expectations in terms of sustainable development.

H current expectations expectations for sustainable development
1,200 -
1,000 -
800 -
600 -
400 -
200 -
0 T T T T ‘
compliance with ethical and moral emotionalism - communication  humanity, altruism -
organizational and behavior, communication  credibility with other generosity
legal rules and helpfulnessand support, compassion people
standards kindness towards  and dedication to
other people those in need

Figure 2: Evaluation of character qualities
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The second question in the part of social maturity is related to will qualities such as hard
work, diligence, perseverance, self-discipline, ambition, and so on. These properties depend
on certain facts that we asked. Most respondents think that these properties depend mainly
on the raising in the family environment. Second in order ended the self-awareness, in third
upbringing in the social environment. On the fourth position were genetic disposition and on
the last the upbringing in schools. This is a very interesting finding, since primary and
secondary schools have to meet not only the educational, but also the upbringing function.
Due to the low financial motivation of teachers and the resulting weak social position of them,
the circle closes in the form of declining expectations at schools. Current and future
managers do not insert hence a fervent hope that the next generations could obtain volitional
gualities at schools. By changing the order into scores, we can express the results as a
percentage chart (figure 3).

| genetic dispositions

Hraising in the family environment
= upbringing in schools

m upbringing in the social

environment

u self-awareness

Figure 3: Evaluation of will qualities

The third question was related to cognitive attributes that means the short-term and long-
term memory. Respondents were asked to evaluate with an order the importance of
acquisition of memory. First in order the current and future managers rated the genetic
memory. In second place was the memory obtained through effort, desire and motivation to
control the largest range of knowledge. With a small distance memory obtained through
effort, desire and motivation to control the largest range of knowledge followed. In fourth
place is the memory obtained through upbringing in the family and in fifth place the memory
obtained through establishment and use of an external memory.

It is surprising that current and future managers assess memory obtained through
establishment and use of an external memory as the last in row, and that with a relatively
large offset from the penultimate. We are in an era where there is information overload. In
addition, as external memory we can also see the currently very popular smartphones and
tablets. Significant role for several years also have USB-sticks, which allow storing of huge
amounts of data. It is also very interesting how important role the genetics in the views of
managers plays.
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Once again we change the order into scores, so we can express the results as a percentage
chart (figure 4).

m genetic memory

B memory obtained through
upbringing in the family

= memory obtained through workout of
selection of relevant knowledge

E memory obtained through
establishment and use of an
external memory

= memory obtained through effort,
desire and motivation to control the
largest range of knowledge

Figure 4: Evaluation of cognitive qualities

Creative properties have been the subject of our next question. Originality, intuition and
innovation depend on certain assumptions, about which we asked the respondents. The
most important assumption is according current and future managers the genetics, which
was followed by upbringing in the family to develop talent and endowment. School
environment focused on creativity was in third place, school environment focused on
creativity in fourth. At least as important the respondents identified meeting with other
creative people. Again, the respondents opted to genetics. It means that children of creative
parents would more likely to be chosen to work creatively. Interesting is also the last place,
which more or less excludes brainstroming as a creative technigue where participants can
inspire each other (see figure 5).

H genetics
E upbringing in the family to develop
talent and endowment

m school environment focused on
creativity

B meeting with other creative people

= completion of creativity trainings

Figure 5: Evaluation of creative qualities
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Next, the fifth question concerned the qualities of temperament. Future and current
managers were asked which of the known species of temperament has the greatest impact
on the performance and success of a person. It is quite possible that the responses were to
some extent influenced by the knowledge of various typologies, as the order is similar to a
general understanding of typologies: Hippocrates typology, typology Eysenck, Jung typology,
behavioral differentiation and on the last resolution by blood groups. Based on the
conversion of the order to scoring, we can say that Hippocrates typology is almost as
important as the Eyseneck typology. The last place of the resolution by blood groups can be
attributed to poor knowledge about it (figure 6).

m resolution by Hippocrates
(melancholic, choleric...)

m resolution by Eysenck
(extrovert, introvert...)

= resolution by Jung (intuitive,
sensual type ...)

m behavioral differentiation
(direct/indirect supporting

type...)
m resolution by blood group
(type O, type A. ..)

Figure 6: Evaluation of qualities of temperament

Emotional qualities were subject of the next, the sixth questions in order. We asked the
respondents which of the five emotions has the smallest and the greatest impact on
performance of a person. Based on the scoring as a result of conversion from ranking, we
can say that the feelings of well-being and sense of peace have almost the same impact
according to the judgment of current and future managers. Respondents were the least
inclined to the sense of fearlessness, both in the question of greatest and smallest impact on
the performance and success man. Here we assume that managers are trying to search for
personalities, which do not too much incline to risk-taking. All results can be seen in figure 7.
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H largest impact = smallestimpact

1,000 -
800 -
600 -
400 -
200 -
O 4

sense of peace feeling of joy sense of feeling of love well-being

fearlessness (closeness) (happiness)

Figure 7: Evaluation of emotional qualities

The seventh question in the part of social maturity is related to somatic physiological
gualities. We asked respondents which properties have the greatest impact on the
performance and success of a person. The resulting order in whole surprised because the
current and future managers postponed the regular movement and training to the last places
of the ranking. It is generally well known that regular movement promotes physical and
mental balance. Here, however, we have the impression that managers consider this way of
spending time for inefficient used. It's a little bit inconsistent with the trend to provide benefits
for employees in the form of free entries to fitness center. Not surprisingly contrary is the high
assessment of proper stress management and dealing with nervousnhess, stage fright,
depression. The results are indicated in figure 8.

m healhty regimen

H regular movement

= regular training

H proper stress management

m dealing with nervousness, stage
fright, depression

Figure 8: Evaluation of somatic physiological qualities
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Last question was inquiring about the properties was about the somatic spiritual qualities.
Here, too, we asked which qualities have the greatest impact on the performance and
success of individuals. The order, which was created by current and future managers ranked
at the top the family background, which was followed by friendship. Religion ranked third.
Nature and culture and arts the managers attach less importance what can also be seen on
the conversion to scoring, which is shown in Figure 9.

m friendship

E culture and arts
mreligion

H nature

= family background

Figure 9: Evaluation of somatic spiritual qualities

As mentioned earlier, the part of the questionnaire of social maturity consisted of two
subsections. After evaluating each property we can pass to assess their relative relationship
based on the views of current and future managers. In this case, we asked for the order
relevant to the current expectations, but also to the sustainable development. Of all the
properties that fall under the social maturity, managers with current requirements place the
greatest emphasis on character qualities. Expectations for character qualities slightly rise, if
the managers take into account the sustainable development. Second place is occupied by
volitional qualities. For sustainable development their weight in the views of managers is
increasing.

The third place belongs to cognitive qualities, but only in terms of current expectations of
respondents. If managers take account of sustainable development, the creative qualities
rise to the third place, which certainly relates to the need of each enterprise to innovate to
ensure its survival. The remaining order stays relative stable, when no qualities change their
positions. On the fourth place are qualities of temperament, followed by emotional qualities
on fourth place. Both lose in regard to sustainable development, even if the qualities of
temperament lose visible more. On the seventh place in the opinion of current and future
managers placed the somatic physiological qualities. A significant decrease of importance
can be observed, if we ask for sustainable development. Eighth in the order, also the least
important, according to 300 respondents are somatic spiritual qualities. Here, however, we
can see the rise of importance, when asked for sustainable development.
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Figure 10: Evaluation of the individual qualities of the social maturity
6. CONCLUSION

From a view of an academic the social maturity plays a very important role in the holistic
managerial competence. Academics know very well that to ensure the future it is important
that a manager not only has sufficient knowledge (KQ) that he can apply (AQ) well. The view
is changing if we ask about the importance of social maturity — as one of the pillars of holistic
managerial competence — the current and future managers. As part of our survey, we asked
the respondents to allocate points to each pillar of the holistic managerial competence. They
had a total number of 100 points. The results of the views we present in the figure 11.

With the exception of the group of part-time students all respondents identified social
maturity for at least an important pillar, and even that group, on average, identified the social
maturity only a little more important than application skills. In the case of the group of
managers we can observe a relative closeness of the average ratings of each pillar, but still
social maturity was the least important and knowledge of the most important.

Educated only in terms of democracy and capitalism, full-time students have the weakest
relationship to the social maturity. In the group, we can see a clear preference for the
knowledge and practical skills. One reason is the expectations of their future employers.
While studying at public universities, their future employers expect substantial experience in
the field, if the students want to get a good job position.
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Interesting results were obtained in a group of part-time students. In this case a clear
preference knowledge is visible. While the application skills and social maturity have an
average of 30 points, knowledge is closer to an average of 40 points. These results are
natural. Most of these students after graduation from secondary education started to work, or
have started a family. But they reached a point in their career where further growth is only
possible with higher education. Such a finding can significantly change preferences of a
person.

40.0 -

EKQ "AQ ®SQ
35.0 A
30.0 A
25.0 -
20.0 A
15.0 -
10.0 -
5.0 -
0.0 : ,

Managers Regular students Part-time students

Figure 11: Average assessment of the pillars of holistic managerial competence

Although these findings are quite a disappointment for us academics, there is still great hope
for the future. Again, we have used a question about sustainable development. What if the
current and future managers need to think about the future, not only a few months in
advance? Results will immediately change to the other direction, in some of the groups very
significantly. The group of managers reduces their expectations for knowledge, keep the
expectations for practical skills and significantly raise expectations for social maturity (from
an average of 32.2 points to an average of 39.4 points).

Similar results we have seen in the group of regular students. Preference of the knowledge
also decreased in this group, when they have to think about the sustainable development.
Practical skills also declined slightly. Preferences of those two pillars moved into the social
maturity, which gained eight percentage points, and thus most of all groups of respondents.
Changes were as well recorded in the group of part-time students. Knowledge markedly
decreased, slightly application skills increased (one percentage point) and social maturity
increased substantially — by 7.29 percentage points.
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Figure 13: Average assessment of the pillars after taking the sustainable development
into account
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Figure 14: Changes in assessment of the social maturity in the individual groups of
respondents

We can conclude that both current and future managers are well aware of the importance of
the social maturity, when assessing the holistic managerial competence. The problem is that
in times, like we are currently witnessing, people are focusing more on current issues. They
do not focus on the long-term perspective. This view cannot endure in the long run and
companies that do not change their view into a long-term perspective, may even disappear.

It is necessary to concentrate on the appropriate selection of employees who already have a
highly developed social maturity. The circle will closed in this way and so individuals, groups,
organizations, regions, states or even whole continents will be provided with a perspective.
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Abstract: This paper investigates the effect of the 2007-2008 global financial crisis on the
Turkish firms. For this purpose, we investigate the firm-specific factors affecting the stock
returns of firms in the Istanbul Stock Exchange-XU100 for 2003-2012 period. The period is
divided into two sub-samples which are pre-crisis and post-crisis. Moreover, the effect of firm
size, market to book ratio, momentum and price to earnings ratio on stock return is examined
through panel data model. In the literature, the US subprime mortgage crisis meltdown and
spillover effects are studied on different countries and different stock markets. In this study,
not only crisis effects but also firm-specific factors effects is considered. Integration levels of
the series are investigated by panel unit root tests and panel data methodology is used for
both two sub-sample and the results of two models are compared. The results show that the
coefficients differ for the sub-samples.

Key Words: Financial Crisis, Stock Market, Panel Unit Root Tests

1. INTRODUCTION

National markets have become more inter-connected with one another in concern with direct

trade flows and capital flows since the past few decades (Forbes and Chinn, 2004) these
cross-border market linkages have increased the probability for shocks to be transmitted
internationally. The decline of U.S. housing prices and the ensuring mortgage market
collapse caused a global financial crisis in August 2007. In other words, the crisis started with
heavy defaults by Subprime borrowers in mortgage markets. It has been named worst
financial crisis since the Great Depression. The consequences of this crisis caused large
spillover effects from the United States to other countries which have trade and capital flows
to USA.

The crisis caused heavy losses or even bankruptcy among financial institutions and firms
having large portfolio with mortgage-backed securities. This is consistent with the evidence
provided by Longstaff (2010) of the strong contagion across markets from the credit crisis.
Thus, researchers concentrate on the effects of the credit crisis on the stock market. Prabha
et al. (2009) indicate that the degree of interdependence and spillover effects are highest
after the beginning of the U.S. subprime mortgage meltdown in the summer of 2007, even
more after the collapse of Lehman Brothers in September 2008. Similarly, Dooley and
Huttchison (2009) find evidence that there is the transmission effects of subprime crisis to
other emerging stock markets and emerging markets responded very strongly to the
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deteriorating situation in the U.S. This study intends to analyze regarding the behavior of
Turkish firms in term of the stock return, rather than the stock market.

In this paper, we study whether and to what extent the subprime crisis spread from USA to
Turkish economy. In this sense we analyze how stock return of Turkish firms listed in the ISE
XU100 changed and which factors stimulated this change between 2003 -2012. Examining
this variation across firms may offer us an entry into determining the extent to which the
subprime crisis effects on the Turkish firms. Accordingly, we add two factors used by Fama
and French (1992) which are firm size (log of assets), the ratio of the market to book values
and we also add a third variable is momentum.

It is interesting to know how Turkish firms’ stock return has been affected by the subprime
crisis. The rest of paper is organized as follows: Section 2 includes some previous research
outcomes related with stock returns. In the following section empirical application and main
findings are represented. Section 4 concludes the paper.

2. LITERATURE REVIEW

Examining the effects of the firms-specific factors on stock returns forms the basis of many
studies. In the 1960s, the Capital Asset Pricing Model (CAPM) which is a single-factor model
was developed by Treynor (1961, 1962), Sharpe (1964) and Lintner (1965). The model
states that expected returns on stocks are positively related to market betas, and market
betas are the only risk factor to explain the variation of expected return. On the other hand,
Ross(1976) developed the Arbitrage Pricing Theory (APT) which is a multi-factor model. The
theory is the idea that the expected return on stocks is driven by macro factors along with
company specific factors. The theory is taken as a basis in the multi factor models to be
developed for the further studies.

With the widespread using of single factor and multi-factor models, several variables which
are related with firms are discussed in different studies. Banz (1981) finds that average
return is negatively regarding to firm size. In other words, smaller firms have higher risk
adjusted returns on average than larger firms. Basu (1983) provides the evidence that the
common stock of high earning/price firms gets higher risk adjusted returns than the common
stock of low earning/price firms. On the other hand, the common stock of small firms earns
higher returns than the common stock of large firms. Bhandari (1988) documents a positive
relation between average return and the ratio of debt to equity. Chan et al. (1991) reveal that
there is a significant relation between earning yields, size, book-to-market ratio, cash flow
yield and expected returns in the Japanese market. Moreover, the book-to-market ratio and
cash flow yield have most significant positive impact on expected returns.

The widely known studies about multi factor models are made by Fama and French. They try
to find the factors describing the change in stock return. Fama and French (1992) confirm
that size, earning-price, debt-equity and book-to-market ratios add to the explanation of
expected stock return provided by market beta. Their main result is that size and book-to-
market equity capture the cross-sectional variation in average stock returns associated with
size, earning-price, book-to-market equity and leverage. They find that the relation between
beta and average return is weak. Fama and French (1993) improve a three-factor model in
which the factors are the market return in excess of the risk-free rate, the difference between
the returns on small and large capitalization portfolios, and the difference between the
returns on high and low book-to-market portfolios. They provide evidence that expected
stock return can be explained by the excess market return, a size factor and a book-to-
market equity factor. Fama and French (1995) show that high book to market equity firms
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tend to be less earning than low book to market equity firms, and small stocks tend to be less
earning than large stocks. Fama and French (1998), find that value stocks (high book-to-
market ratio) have higher returns than growth stocks (low book-to-market ratio), and the
average returns on global portfolios of high book-to-market stocks have higher than low
book-to-market stocks.

Chui and Wei (1998) investigate the relationship between expected stock returns and market
beta, book-to-market equity, and size. They find that average stock return and market beta
have a weak relationship. Moreover, the book-to-market equity can explain the cross-
sectional variation of expected stock returns in Hong Kong, Korea, and Malaysia, and the
size effect is significant in all markets except Taiwan.

Some studies are conducted in order to examine the effects of firm’s specific factors on stock
returns before and after the crisis period. Tong and Wei (2008) develop a methodology to
study whether or how the financial sector crisis can spill over to the real economy. For this
purpose, they investigate the relationship between stock returns and, demand sensitivity,
financial constraint, size, market-to-book ratio, beta and momentum. They find that a
tightened liquidity squeeze appears to be economically more important than reduced
consumer confidence or spending in explaining cross-firm differences in stock price decline.
In the same way, Tong and Wei (2009) study the relationship between stock return and
demand sensitivity, financial dependence, size, market-to-book ratio, beta and momentum in
the crisis period. They provide evidence that stock price performance is worse for firms with
larger ex ante sensitivity to shocks to external finance, particularly in countries with rapid pre-
crisis credit expansion.

3. EMPIRICAL APPLICATION

In this paper, we study the effects of the 2007-2008 financial crisis on Turkish firms in the
Istanbul Stock Exchange —XU100. For that purpose, we examine the effects of firm-specific
factors which are firm size which is calculated as a log of total asset, market-to-book ratio,
momentum and price to earnings ratio on stock return (percentage change in stock price) in
2003:01-2013:02 period for monthly data. The model is follows:

STC;; = B, + B,SIZE;; + B,BMV;; + B,MOM;; + B, PE;; + €, (1)

where | is index for firm, t is index for time period (month), STC is stock return, SIZE is firm
size, BMV is market-to-book ratio, MOM is momentum and PE is price to earnings ratio .

We have deleted the firms with missing data and firms which have outliers especially on
market-to-book value. The final sample consists of 59 firms (see: Appendix ) which gives the
total of 7198 observations. However full sample period is broken up into sub-samples which
are named pre-crisis (2003:01-2007:05) and post-crisis (2008:05 to 2013:02) periods. The
subprime crisis period is defined as July 31, 2007 — March 31, 2008 by Tong and Wei (2009)
. In this paper same period with Tong and Wei (2009) taken as a crisis period in this paper.
The omitting observations are calculated by adding two months after crisis period and
subtracting two months before crisis period thus we have 2007:06-2008:03 period to be
deleted.

Figure shows the stock return against time for 59 firms. There are some peaks for majority of
firms that are 2006:01, between 2007:01- 2008:01 and between 2009:01-2010:01 periods.
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Figure 1: STC by firms

In time series econometrics before the model estimated, at first we test for the order of
integration of the variables used. It is assumed that all units are stationary with the same
autoregressive coefficient across units (the homogeneous alternative hypothesis). The
variables in the model have to be same integration level in time series analysis. In panel data
methodology this assumption is tested too. Various panel unit root tests were developed in
the literature.

After Levin and Lin (1992, 1993) presented panel unit root test; the usage of these tests has
become very popular among empirical researchers with access to a panel data set (Maddala
and Wu, 1999). We use IPS (Im, Pesaran and Shin), Fisher-Perron and Fisher Dickey Fuller
tests.

Im et al. (1997) develops unit root test denoted IPS that that the null hypothesis is presence
of unit roots. IPS begins by specifying a separate ADF regression for each cross-section with
individual effects and no time trend. It should be noted that the IPS test is for testing the
significance of the results from N independent tests of a hypothesis.

Maddala and Wu (1999) proposed the use of the Fisher's test (Fisher (p;) Test) which is
based on combining the p-values of the test-statistic for a unit root in each cross-sectional
unit (Hoang and Mcnown, 2006). Fisher’s test dating back to Fisher (1932) does not require
a balanced panel as in the case of the IPS test. Also, one can use different lag lengths in the
individual ADF regression. Another advantage of the Fisher test is that it can also be carried
out for any unit root test derived (Maddala and Wu, 1999).

Table 1 shows the result of panel unit root tests. It is concluded that the hypothesis of unit
root is rejected for all variables by all IPS, Fisher-Perron and Fisher-ADF test in 1%
significance level. The result implements that all variables are stationary in level thus we can
construct the model with level values of the variables.
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Table 1 : Panel unit root test Results: Full Sample
Variable STC SIZE BMV MOM
Im-Pesaran-Shin
Without 81,7170+ 430165 | -11.8950 %% | -81.96677* | -27.6203**
Trend
With Trend -84.1988*+* -4.3892% -9.7340%+ -84.4629%* -25.6542%*
Fisher-Perron Test
Inverse » 4209.6355 ** | 237.4499%* | 477.9401 *** | 4209.6355** | 1045.4143%
Without Inverse normal -62.0498%+* -4.6423% 11.3835%* | -62.0498 ** | -26.1934%*
Trend Inverse logit -151.3314%* | - 5.314]% -15.4952 *= | .151.3314% | -37.2671%*
;\(ﬂzgilfled inv. 266.3428 *** 7.7755%* 23.4301%* 266.3428%** 60.3695***
m
Inverse y° 4096.5742 ** | 190.2354** | 373.6137** | 4096.5742 ** | 856.6378**
Inverse normal 6L1115* | -4.4276%* 8.9165 ** | -61.1115%* - | -22.8232%*
With Trend | Inverse logit -147.2670%** -4.4161%* -11.5763** | 147.2670%** -30.4501%**
lﬂ\(ﬂzodified inv. 258.9831 *** 4.7021% 16.6390 *** | 258.9831*** 48.0812%*+
Pm
Fisher- ADF Test
*k*k
mgzg ﬁ;m o 1282.8093** | 320.9766 ** | 343.0088** | 1278.4798%* }szfgffgj*
Without neree loait -31.2546%+ 7.5323% 9.1261 7+ | -312335m+ | etV R
Trend Moditod iﬁv -46.1145 *** -8.9117%+ -10.4607+* | -45.9500% | D000
2Pm : 75.8226%* 13.2126% 14,6527+ 75.5408** :
Inverse 7* 1052.2227 *= | 283.6968 ** | 271.0662** | 1047.9032** | 1052227%*
. Inverse normal 27.5130 *** 7.7265 ** 7.2067 | .27.4832%* | -27.5130%*
With Trend | Inverse logit -37.8208 *** -8.251 2% -7.8048* | .37.6658* | .37.8208%*
}'\("ch’fr'r:'e" Inv. 60.8127 *** 10.7859** 9.9638* 60.5315% | 60.8127**

Note: *** *** show 10%, 5% and 1% significance respectively.
The p value of the test when the null hypothesis of unit root is not rejected is in bold
based on the Akaike Information Criterion. In Fisher type 3 lags option is selected.

. Automatic selection of lags

Although we investigated the order of integration of MOM we estimated following model
(equation 2). Because we had very high R-squared value (0.67) and peculiar results which
can be sing of multicollinearity then we omitted the MOM variable from the model. We use
the model by taking in consider Fama-French (1992) which is follows:

STCIJ = BO + BlSIZEl] + BZBMVIJ-'_BgPEl] + Eit

(@)

Table 2 shows panel data estimation results of both full sample and two sub-samples.
Whereas for sub-samplel and sub-sample2 Hausman test concludes REM for full-sample
null hypothesis of the test is rejected and FEM is chosen. R-squared of the models are low
but except full-sample REM model is not significant all models are statistically significant.
FEM model of full-sample is significant in %5 significance level, all other significant models is
significant in %1 significance level.

237




10th EBES Conference Proceedings

Table 2: Estimation results (Dependent variable: STC)

Full Sample Sub-Sample1 Sub-Sample2

(2003:01-2013:02) (2003:01-2007:05) (2008:05-2013:02)

FEM REM FEM REM FEM REM
Variables Coefficient Coefficient Coefficient
Size -0.0082%** -0.0011 0.0051 -8.210°° -0.0119 -0.0013
BMV -4.73x 1076 4.42 x10°° 0.0118*** 0.0093***  0.0096*** 0.0088***
PE -1.25x 1076**  1.12x107% 4.48x107% ** 4.4 x1076** 6 Xx1076%* 6.6 x 1076***
Constant 0.1979%** 0.0502%** -0.08661 0.0232 0.2645 0.0390
F Test 3.54* - 10.09*** 7.31%** -
Wald Test - 3.17 - 26.80*** - 34.66***
R quared 0.0003 0.0004 0.0064 0.0087 0,0063 0.01
Hausman 8.09** 4.41 2.28

Note: